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ultimately serve the interests of the engineering and scientific 
community. 
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Why do Streamwise Vortices Form at the Top and Bottom of a Round Jet 
Moving Parallel to a Free Surface? 

By Dorian Liepmann* 

Near surface jets are often formed in industrial situations 
where waste outflows, such as cooling water, are disposed into 
pools, lakes, or the ocean. Because the environmental and eco
logical impact of the waste depends strongly on its concentra
tion, the speed at which the waste stream entrains ambient fluid 
and mixes it with the waste is of critical importance in the 
design of such systems. In the case of coohng water, a difference 
of a few degrees can have a profound effect on the response 
of the local flora and fauna. Therefore, the need to minimize 
environmental impact demands an understanding of entrainment 
and mixing by near-surface flows. 

In the early development of shear flows, such as jets, primary 
and secondary vortical structures play a critical role in entrain
ment and growth. Experimental observations of these structures 
in submerged jets are numerous including the work of Crow 
and Champagne (1974), Browand and Laufer (197 8), and Yule 
and co-workers (1974 and 1978). Yule provided the first photo
graphs of secondary instabilities and an explanation of the en
trainment process in the near-field (x/d < 5, where x is the 
downstream distance from the nozzle and d is the nozzle diame
ter). Photographs similar to those of Yule are shown in Figs. 
1 and 2. The images show two sequential video images of cross-
sections of a round jet in water illuminated using laser induced 
fluorescence. The Reynolds number of the jet was approxi-

' Department of Mechanical Engineering. University of California, Berkeley, 
CA 94720, 

Fig. 2 

mately 6000, the location was 3.25 diameters downstream of 
the nozzle, and the time difference between the two images was 
approximately 1/lOs. Figure 1 shows the braid region between 
two primary vortical structures from where the streamwise 
structures originate. The next figure shows the following pri
mary vortical ring: the ends of the streamwise structures from 
Fig. 1 are visible distributed around the ring. The streamwise 
vorticity increases the rate at which the jet entrains ambient 
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fluid and grows (Liepmann and Gharib, 1992). The streamwise 
vorticity may also be important in the actual mixing process as 
the jet evolves downstream (Broadwell, private communica
tion). 

In near-surface jets, these secondary instabilities develop 
earlier in the dowhstream evolution of the flow and the struc
tures are localized at the top of the jet. Figures 3 and 4 show 
the same jet positioned one diameter below and parallel to the 
free-surface at the same conditions as in Figs. 1 and 2. In the 
early stages of the jet development and at low Froude numbers, 
the influence of the free-surface on the behavior of the shear 
flow is much greater than the effect of the flow field on the 
free surface. The presence of the free-surface makes the en-
trainment field around the jet no longer radially symmetric. 
The flow at the top of the jet must move in from the sides and 
this creates a stagnation region above the flow. The vorticity 
in at the top of the jet preferentially forms a bump because of 
the lack of symmetry. The instability induced by the free sur
face in the braid region of the jet grows into a streamwise 
vortex structure, like in the submerged case. The formation of 
strong streamwise structures increases the entainment rate of 
the near surface jet compared to a submerged jet and causes 
it to grow faster (Liepmann and Gharib, 1995). The presence 
of the streamwise structures near the free-surface are clearly 
evident in the figures. 

The reason for the presence of a matching vortex structure 
at the bottom of the jet is not known. Its effect, coupled with 
the near-surface vortex structure, is significant however. The 
two structures fundamentally change the shape of the jet ex
tending it vertically. This shape continues beyond the potential 
core of the flow and then suddenly widens and spreads out on 
the surface: Madnia and Bemal (1989,1994) related this behav
ior to the axis-switching of an elliptic jet (Gutmark and Ho, 
1983). 

The two vortical structures also fundamentally change the 
entrainment patterns around the jet. The digital particle image 
velocimetry data in Fig. 5 show the time-averaged flow field in 
a plane normal to the jet two diameters downstream of the 
nozzle. Although the jet exhibits a slight tilt, the inward flow 
is much greater from the sides than from below the jet and, in 
fact, a stagnation line can be seen below the jet core. It is 
unknown if the flow field generates the streamwise vortical 
striictures at the bottom of the jet or if the steady presence of 
the structures causes the entrainment pattern around the jet. It 
is not clear why the influence of the free surface above the jet 
would have such a major impact on the effectively infinite 
entrainment field below the jet. 
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U. S. Technological Competitiveness: A Fluids Engineers' Viewpoint 
Column 7—Postscript 

by J. L. Dussourd' 

Open Forum at the '94 IMECE in Chicago and Membership 
Response 

The Fluids Engineering Division through a special committee 
lead by its Government Relations function has been investigat
ing the competitiveness problems encountered by U.S. manufac-
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turers of fluid machinery products and what the fluids engineers 
can do about them. This is the 7th column on this subject to 
appear in the Journal. In the previous columns, one cause for 
the problems was traced to our inability to fully marshal the 
technological resources we already have and an initiative was 
developed with the promise of helping to remedy these prob
lems. It is based on the establishment of more intensive coopera
tion between the various sectors working on fluids engineering 
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problems. Too often, these sectors were seen as preoccupied in 
the pursuit of their own separate independent agendas. 

In an effort to stimulate more vigorous interactions between 
the fluids engineers from industry and from academia, there 
were proposed in Column #6 the means for an intensified shar
ing of their individual skills and technologies in a setting that 
is mutually profitable and with the ultimate objective of shorten
ing the development lead times of fluid machinery products. It 
is felt that our competitive strength can greatly benefit from a 
better utiUzation of our technologies and that making them more 
readily available to ourselves should have top priority. 

A flow chart for a means of promoting such an interaction 
is illustrated on the figure. It is an outcome of the committee 
findings to date and can be explained as follows: 
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The interactive process begins when a company seeks assis
tance in improving its analytical design tools and practices or 
its development capabilities. Following the arrows labeled 1 on 
the figure, the company can access a data bank compiled by 
the ASME which lists sources of already existing technologies 
which can be tapped in the U.S. (and eventually overseas). 

If a suitable source can be so located, the company can initiate 
contacts with or without further help on the part of the ASME. 
If ASME help is desired, a facilitator can be provided such as 
a semi-retired ASME member, preferably a specialist in the 
field of interest. On the figure, these options are identified by 
cross arrows 2 which lead to meetings between the parties, as 
depicted by the small boxes at the center of the chart. 

A contract is then negotiated, specifying the services to be 
provided and the renumerations therefor. The latter would be in 
the forms of grants which the university plows back into its re
search budget. This research may or may not be related to the 
problem at hand. In certain instances, the grants may be supple
mented with government matching funds (cross arrows 3). 

As a result of this process a close rapport is forged between 
the participants and it is the expectation that it will continue 
beyond this project and with or without involvement on the part 
of the ASME. 

This essentially is the initiative exposed to the membership 
at the ASME's 1995 IMECE in Chicago by the committee, with 
the object of eliciting the reactions of fluids engineers, espe
cially about the benefits of intensified technological exchanges 
in this fashion, about the feasibility of developing and cultivat
ing long term relationships and about the practicality for the 
various cultures to work together. In addition, written responses 
were sought through two survey questionnaires. 

The responses from these show certain trends to clearly come 
through. For example, 80 percent of those in industry expressed 
the opinion that the availability of better analytical/numerical 
design software and tools would have speeded up the market 
introduction of many or at least some of their products. Most 
reported that their companies already use such tools generated 
elsewhere and that they feel very comfortable in using them. 
This indicates that there is much already in use, but perhaps 
not enough and that questions about confidence in or account
ability of those who create them was not really a problem. 

Among those who are generators of technologies, mostly 
from universities, 90 percent would be interested in becoming 
more involved in solving product engineering problems for in
dustry, alongside their regular duties. Of these, 30 percent are 
already so engaged, but the others do so rarely or never, with 
the main reason cited as a lack of opportunities. There are some 
concerns however with having to deal with a different culture 
and perhaps with doing work not likely to pay as well as they 
would like. 

Most of the expressed opposition came from the university 
elite, those already well endowed with government programs. 
They fear that a diversion to more practical engineering, away 
from the sciences, would displace some of the projects they 
have enjoyed throughout their career. C^ertain others were not 
really aware that there was a problem with U.S. competitive
ness, but if there was, it should be the concern of fluids engineers 
in industry and not of academicians. 

But those whose experience had exposed them to the broader 
spectrum of engineering practices seemed to be well aware of 
the endemic condition which separates or even polarizes acade
mia from industry. They support concerted efforts aimed at 
bringing about an increased sharing of the wisdoms inherent to 
both. 

Included in the survey was a second questionnaire asking 
the individual fluids engineers to refer this initiative to their 
management and determine what degree of interest could be 
found there. As of this date, very few responses have been 
received. A call is hereby issued to elicit this important feedback ' 
from the membership. 

These overall reactions were reviewed at the Fluids Engi
neering Executive committee meeting, with due consideration 
given to what the next step should be. It was decided that a 
working proposal be prepared seeking support from the ASME 
and from NSF in initiating an early implementation of the pro
posed process and seek further answers to some of the yet not 
fully answered questions. Most pertinent among these are: 1) 
The real degree of cooperation to be expected from those in 
industrial and academic leadership, 2) Whether ASME is the 
proper agency to broker this process and finally, 3) Whether 
there really exists in the files of the generators of technologies 
enough resources to benefit the industrial users. Critically im
portant for this purpose are design tools sufficientiy practical 
and accurate to enhance the analytical design process, to make 
it possible for the designer to sort out the options he is daily 
confronted with and to provide him with a better physical under
standing of the key constraints limiting him. 

The selected strategy to form the basis of the above men
tioned proposal to ASME will consist of a pilot operation of 
the full scale project. It will be restricted to two selected geo
graphical areas only. Simultaneously however it will seek to 
develop the foundation for the all-important data base in such 
a way that expansion to its full scope and scale can readily be 
implemented. 

Those fluids engineers who participated in the Chicago Fo
rum are urged again to return their survey forms. Others who 
did not participate are invited to express their views directly to 
the author or to the Journal to help provide the needed direc
tions. 
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Perspective: Selected 
Benchmarks From Commercial 
CFD Codes 
This paper summarizes the results of a series of five benchmark simulations which 
were completed using commercial Computational Fluid Dynamics (CFD) codes. 
These simulations were performed by the vendors themselves, and then reported by 
them in ASME's CFD Triathlon Forum and CFD Biathlon Forum. The first group 
of benchmarks consisted of three laminar flow problems. These were the steady, two-
dimensional flow over a backward-facing step, the low Reynolds number flow around 
a circular cylinder, and the unsteady three-dimensional flow in a shear-driven cubical 
cavity. The second group of benchmarks consisted of two turbulent flow problems. 
These were the two-dimensional flow around a square cylinder with periodic sepa
rated flow phenomena, and the steady, three-dimensional flow in a 180-degree square 
bend. All simulation results were evaluated against existing experimental data and 
thereby satisfied item 10 of the Journal's policy statement for numerical accuracy. 
The objective of this exercise was to provide the engineering and scientific community 
with a common reference point for the evaluation of commercial CFD codes. 

Introduction 
The use of Computational Fluid Dynamics (CFD) codes by 

the engineering community has increased dramatically in the 
last few years. This rise in interest and use has resulted from 
improvements in the predictive capabilities of codes, reductions 
in the cost of workstation technology, and inflation of the costs 
to perform experiments and to maintain experimental facilities. 
For a large portion of the engineering community, the primary 
source of CFD capabilities is through the purchase of a commer
cial CFD code. Typically, the selection of a commercial CFD 
code is based on discussions with a vendor's sales or marketing 
staff and on demonstration of sample simulations (often ideal
ized to highlight features of the code). This is usually done in 
isolation in which one does not have the opportunity to see 
several different commercial codes at once, solving the same 
problem. Therefore, the Coordinating Group for Computational 
Fluid Dynamics, of the Fluids Engineering Division of ASME, 
sponsored and organized two unique Forums, allowing for such 
an evaluation to be made. These forums were; The CFD Triath
lon: Three Laminar Flow Simulations by Commercial CFD 
Codes, held at The Fluids Engineering Conference, Washington 
D.C., June 20-24, 1993; and. The CFD Biathlon: Two Turbu
lent Flow Simulations by Commercial CFD Codes, held at The 
Fluids Engineering Conference, Lake Tahoe, Nevada, June 19-
24, 1994. This paper then, summarizes the results of both of 
these Forums, and attempts to present conclusions in an unbi
ased form. 

These two Forums take their heritage from the Stanford 
Olympics of 1968 (Kline et al , 1968). However, there the 
objective was to identify the fundamental predictive capabilities 
of early CFD codes and turbulence models, as they related to 
turbulent boundary layer flows. All the codes used in that exer
cise were research codes. In these Forums, only commercial 
CFD codes were allowed to participate. The definition of a 
commercial CFD code used here is that the code is the product, 
not the consultation resulting from the use of a code, and that 
there is a marketing and user support staff for the code. Also, 
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both laminar and turbulent flows were chosen here to evaluate 
the codes. 

The objective of the Forums was to provide a common point 
of reference to the engineering community for the quantitative 
evaluation of commercial CFD codes. In addition, it was also 
the intent of the Forums to provide a qualitative evaluation of 
the insights of and the capabilities that each of the vendors 
bring to the solution process. This was felt to be important in 
that a user would more than likely have to rely on the vendor 
for aid and support sometime during the license period of the 
code in order to solve highly complex problems. Therefore, the 
participants were asked to describe in some detail, their method 
of problem definition, problem solution, and problem analysis. 

The Forums were organized through letters of invitation, in
viting commercial CFD code vendors to participate. Once a 
vendor accepted the invitation to participate, a problem defini
tion statement for each problem was sent to them. In the first 
Forum, the benchmark problems consisted of three different 
laminar flows; i.e., a steady, two-dimensional laminar flow (low 
Reynolds number flow over a backward-facing step); an un
steady, two-dimensional laminar flow (low Reynolds number 
flow around a unit cylinder); and an unsteady, three-dimen
sional laminar flow (shear-driven cavity flow). In the second 
Forum, two different turbulent flow problems were defined; i.e., 
an unsteady, two-dimensional turbulent flow (flow around a 
square cylinder), and a steady, three-dimensional turbulent flow 
(spatially-developing flow in a 180-degree bend). Each vendor 
was then given approximately five months to perform the simu
lations and write a summary paper. A Forum volume resulted 
from the CFD Triathlon (Freitas, 1993), however, due to time 
constraints, no Forum volume was compiled for the CFD Biath
lon. Table 1 gives the names of the vendors and codes which 
participated in one or both of the Forums. Although twenty 
vendors were invited to participate in these Forums, only five 
vendors completed each exercise, with only two vendors com
pleting both exercises (with a total of eight vendors participating 
in these Forums). 

In the remainder of this paper the results of both Forum 
exercises are presented. In the next section, a brief review of 
the codes which were used to complete the benchmark simula
tions is given. Then in each of the next five sections the bench
mark problems are defined and the results of the simulations 
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Table 1 Vendor and Code names who participated in the 
Triathlon and Biathlon forums (CFD Triathlon = T, CFD 
Biathlon = B). The letter legend indicates that that forum 
excericse was completed 

Company or vendor name Code name 

CFD Research Corporation 
Computational Dynamics LTD 
Computational Fluids Dynamics Services 
Engineering Mechanics Research Corporation 
Flow Science 
Fluent Inc. 
Scientific Services, Inc. (SIMULOG) 
Swanson Analysis Systems Inc. 

CFD-ACE-B 
STAR-CD-B 
CFDS-FLOW3D-T 
NISA/3D-FLUID-T 
FL0W-3D-T 
FLUENT-T, B 
N3S-B 
FLOTRAN-T, B 

presented and discussed. Finally, in the last section, some les
sons learned are given with some general observations concern
ing the state-of-the-art in commercial CFD codes. 

The CFD Codes 
A brief review of the capabilities of each of the codes used 

to complete either the CFD Triathlon simulation series or the 
CFD Biathlon simulation series are now given. These codes are 
presented in no specific order, and the reader is to infer nothing 
by the order of presentation. In the presentation of each code, 
the header line gives the name of the code, the company name, 
and the people involved in performing the simulations. 

FLOW-3D, Flow Science Inc., J. Sicilian, J. Ditter, C. 
Bronisz. FLOW-3D is a finite-difference, transient-solution 
algorithm solving the conventional, conservation equations of 
fluid dynamics. It consists of three computational modules and 
an image display program (PLTFSI). The three modules are; 
a preprocessor (PREP3D), which uses a NAMELIST input data 
file to create the computational description of the problem; a 
solver (HYDR3D), which solves the transient flow equations; 
and a post-processor (FLSCON). FLOW-3D is based on the 
technology of SOLA-VOF (Hirt and Nichols, 1981). However, 
it is a completely independent implementation of these tech
niques. The principal algorithms are SOLA, ICE, VOF, and 
FAVOR, which are all based on a combination of finite differ
ence and finite volume perspectives. SOLA is a technique for 
the solution of the time-dependent flow equations in primitive 
variables, solved on a staggered grid system. The grid used is 
nonuniform and Cartesian (polar/cylindrical coordinate system 
is also available) in one, two or three dimensions. With the 
Cartesian grid as the base for the solution domain, complex 
geometries are represented by the FAVOR algorithm (Frac
tional Area/Volume Representation) which calculates volume 
fractions for each mesh cell and area fractions for each face 
of a mesh cell. These fractions are fully integrated into the 
conservation equations allowing for the computation of flow 
through or around complex stationary or moving obstacles. In 
this method, the shape of a curved surface is represented as a 
series of linear segments, cutting through a mesh cell at appro
priate, but arbitrary orientations (Hirt and Sicilian, 1985). The 
VOF algorithm (Volume Of Fluid) tracks the movement of 
fluid by the calculation of fluid fraction for each mesh cell. 
These fluid fractions are calculated from a conservation equa
tion and represent either the fraction of the mesh cell volume 
occupied by liquid (for free surface calculations) or the fraction 
occupied by a specific liquid (for two-fluid calculations). With 
VOF, surfaces are able to collide with solid bodies, other sur
faces, form or destroy bubbles, and to intersect with themselves. 
FL0W-3D incorporates physical models for porous media flow, 
conjugate heat transfer, dynamic fluid-interface motion, surface 
tension, wall adhesion, turbulent flow, incompressible and com
pressible flow, non-Newtonian fluids, non-inertial reference 
frames, solidification and melting, thermal buoyancy, and sim

plified bubble models. FL0W-3D models turbulent flows with 
either a Prandtl mixing length model, a standard two-equation 
k-e model, an BiNG model (renormalized group theory model, 
an extension of the standard k-e model), or a Large Eddy Simu
lation model with a Smagorinsky sub-grid scale model. Finally, 
FL0W-3D uses either a first-order method or a second-order 
method for space and time derivatives. In all simulations com
pleted with FLOW-3D in the CFD Triathlon exercise, the mono-
tonicity-preserving, second-order spatial-differencing scheme 
was used to discretize the convection terms. 

FLOTRAN, Swanson Analysis Systems, Inc., T. Chopin, 
D. Ganjoo, E. Underwood. FLOTRAN is a finite-element 
based, general-purpose algorithm which solves the Navier-
Stokes and energy equations using a segregated or sequential 
solution method. The velocity-pressure formulation uses an 
equal-order approximation for velocity and pressure, and solves 
for each variable field in an iterative manner similar to finite 
volume methods (Schnipke and Rice, 1986). This results in a 
method which is bandwidth independent and thereby requires 
significantly less memory than traditional finite-element meth
ods. FLOTRAN uses a monotone streamline upwind technique 
to discretize the advection terms and has demonstrated im
proved accuracy over conventional upwind methods for finite 
elements. The FLOTRAN element library consists of two-di
mensional quadrilateral and triangular elements and three-di
mensional hexahedral and tetrahedral elements which may be 
applied to two-dimensional and three-dimensional Cartesian or 
cylindrical coordinate systems. The effects of periodic boundary 
conditions, porous media flow, distributed resistances, moving 
walls, conjugate heat transfer, thermal buoyancy, turbulent flow, 
incompressible and compressible flow, and rotating reference 
frames may be simulated. FLOTRAN models turbulent flow 
with the standard two-equation fc-e model. Finally, FLOTRAN 
is an integrated part of the ANSYS program, or may be a 
standalone package consisting of FLOTRAN and ANSYS 
PREP/POST or with an interface to other commercially avail
able pre/post-processors. In the simulations completed with the 
FLOTRAN code in both the CFD Triathlon and CFD Biathlon 
exercises, the monotone, streamline upwind method was used 
to model the convective terms, which has demonstrated greater 
than second-order accuracy. 

STAR-CD, Computational Dynamics LTD, R. Issa, R. 
Benodekar, R. Sanatian, S. Uslu. STAR-CD is a general 
purpose, finite-volume algorithm which uses an unstructured 
grid system to resolve the conservation equations. The unstruc
tured grid allows for a range of optional cell shapes, including 
hexahedra, tetrahedra, and prisms. These cells may exhibit arbi
trary deformation, have sliding internal interfaces, and permit 
cell insertion and deletion. In addition, local mesh refinement 
may be utilized to locally enhance accuracy of solutions without 
encumbering the global solution. Extended versions of the SIM
PLE (Patankar and Spalding, 1972) and PISO (Issa, 1983) 
algorithms are used for steady-state and transient calculations, 
respectively, solving all variables on a colocated grid system; 
i.e., all variables are at the cell center, including the Cartesian 
velocity components. Spatial differencing is second-order and 
a fully-implicit first-order temporal differencing scheme is used. 
STAR-CD models turbulent flow using a number of different 
Reynolds-averaged turbulent models, in particular, the standard 
two-equation k-e model, an RNG model, and a two-layer variant 
of the k-e model in which the Norris and Reynolds (1975) one-
equation, low Reynolds number model is used in the near-wall 
region. In general, STAR-CD has extensive flow, heat and mass 
transfer capabilities, including compressible, multiphase and 
chemical-reacting flows. Finally, STAR-CD has a fully inte
grated pre/post processing facilities, allowing for mesh genera
tion, visualization of results, and interfacing to external CAD 
systems. In the simulations completed with the STAR-CD code 

Journal of Fluids Engineering JUNE 1995, Vol. 1 1 7 / 2 0 9 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



in the CFD Biathlon exercise, the self-filtered, second-order 
spatial differencing scheme was used. 

N3S, SIMULOG/Scientiflc Services, Inc., J. Canu, C. 
Fletcher, G. Blankenship. N3S was created to address the 
solution of problems in fluid dynamics with complex, three-
dimensional geometries. N3S is based on the finite element 
method and uses an unstructured grid topology. It solves the 
time-dependent Navier-Stokes equations and energy equation 
using a velocity/pressure formulation. Time discretization is 
performed by an operator splitting method in which the convec
tion step is calculated using a characteristics method (providing 
a natural upwinding) and the diffusion or Stokes step is calcu
lated by an implicit Euler scheme. Within this technique, first 
and second-order schemes are implemented. The resulting 
Stokes problem is discretized in space using triangular elements 
in two dimensions or tetrahedra in three dimensions and is 
solved using a preconditioned Uzawa algorithm. A mixed for
mulation for velocity and pressure is used, providing two ele
ment classes, PI-P2 or Pl-isoP2. N3S incorporates models for 
multiphase flow, reacting flow, moving boundaries, and an 
adaptive meshing routine enhancing solution accuracy locally. 
N3S models turbulent flow with the standard k-e model and a 
variant of it based on the work of Kato and Launder (Launder 
et al, 1975). N3S uses a variety of grid generation packages and 
produces output that can be visualized by several visualization 
packages. The N3S preprocessor does validate the grid and 
corrects the grid if necessary, plus defines all the conditions 
necessary to perform a simulation. In the simulations completed 
with the N3S code in the CFD Biathlon exercise, the second-
order form of the solver was used. 

CFD-ACE, CFD Research Corporation, R. Avva, Y. Lai, 
A. Singhal. CFD-ACE is an advanced, general-purpose CFD 
code with multi-domain solution capabilities. It is based on a 
strongly conservative finite-volume formulation using nonor-
thogonal curvilinear coordinate systems with a structured, colo-
cated grid arrangement. A fully-implicit, patched multiblock 
solution procedure is used which accounts for moving grids, 
sliding grids, and rotating coordinate systems. The solution al
gorithms are based on variants of SIMPLEC and PISO, using 
advanced linear equation solvers including a preconditioned. 
Conjugate Gradient Squared algorithm and a Symmetric 
Strongly Implicit procedure. A variety of spatial discretization 
methods are permitted, i.e., first-order upwind, central, second-
order upwind, and a third-order Osher-Chakravarthy TVD 
scheme. A variety of temporal discretization methods are also 
permitted, i.e., backward Euler, Crank-Nicholson, and three-
point schemes. CFD-ACE has models for incompressible and 
compressible (subsonic to hypersonic) flows, thermal buoy
ancy, conjugate heat transfer, radiative heat transfer, variable 
physical properties, mass transfer with multi-component diffu
sion, solidification/melting, gaseous combustion, and spray dy
namics. CFD-ACE models turbulent flows using a variety of 
models, in particular, the standard k-e model, RNG model, and 
a two-layer k-s model (Rodi, 1991). Finally, CFD-ACE has a 
graphical-user-interface which incorporates a grid generation 
facility and allows for interactive problem definition and solu
tion. Visualization of results is performed with CFD-VIEW. In 
the simulations completed with the CFD-ACE code in the CFD 
Biathlon exercise, a second-order central spatial-differencing 
scheme was used. 

FLUENT, Fluent Inc., D. Choudhury, S. Kim, D. Tselepi-
dakis. FLUENT solves the governing conservation equations 
of fluid dynamics by a finite-volume formulation on a struc
tured, non-orthogonal, curvilinear coordinate grid system using 
a colocated variable arrangement. Three different spatial dis
cretization schemes may be used; i.e., Power-Law, second-order 
upwind, and QUICK (Leonard, 1979), a bounded third-order 
accurate method. Temporal discretization is achieved by a first-

order, implicit Euler scheme. Pressure/Velocity coupling is 
achieved by the SIMPLEC algorithm resulting in a set of alge
braic equations which are solved using a line-by-line tridiagonal 
matrix algorithm, accelerated by an additive-correction type of 
multigrid method and block-correction. Additional equation 
solvers are also available to the user. FLUENT models turbulent 
flows with the standard k-e model, an RNG model, and a sec
ond-moment closure or Reynolds-stress model (RSM). In gen
eral, FLUENT includes models for single or multiphase flow, 
with heat transfer and chemical reactions for incompressible 
and compressible flows. These features are accessible through a 
graphical-user-interface permitting problem definition, problem 
solution, and post-processing. In the simulations completed with 
the FLUENT code in both the CFD Triathlon and CFD Biathlon 
Forums, the convective terms were discretized with a bounded, 
third-order accurate QUICK scheme. 

CFDS-FLOW3D, Computational Fluid Dynamics Ser
vices, Inc., S. Simcox, H. Pordal, M. Nieburg. CFDS-
FLOW3D is also a finite-volume based code using a structured, 
patched multi-block, nonorthogonal, curvilinear coordinate grid 
with a colocated variable arrangement. The basic solution algo
rithm is the SIMPLEC pressure correction scheme which uses 
a variety of linear equation solvers. Spatial discretization is 
achieved through the HYBRID scheme, a second-order upwind 
scheme, and the third-order QUICK scheme. CFDS-FLOW3D 
has models for multi-phase flow, particle transport, gaseous 
combustion, chemical species concentration, thermal radiation, 
compressible and incompressible flows, porous media flow, and 
conjugate heat transfer. Turbulent flows are modeled with five 
different closure methods, i.e., the standard k-e model, a low-
Reynolds number k-e model, an algebraic stress model, a differ
ential Reynolds stress model, and a differential Reynolds flux 
model. Again, CFDS-FLOW3D utilizes a graphical-user-inter
face to enhance problem definition, solution, and analysis. In 
the simulations completed with CFDS-FLOW3D in the CFD 
Triathlon exercise, a combination of HYBRID differencing and 
second-order upwind differencing for the convective terms was 
used. Here, the simulations were usually performed in two steps; 
i.e., step one consisted of using HYBRID differencing to simu
late the development phase of the flow, step two consisted of 
using the second-order upwind differencing method to continue 
the simulation to a fully developed state. The third-order 
QUICK scheme was used to simulate the flow over a backward-
facing step. 

NISA/3D-FLUID, Engineering Mechanics Research Cor
poration, K. Bhatia, M. Rahman, B. Agarwal. NISA/3D-
FLUID is a finite element based code used to solve the govern
ing conservation equations of fluid dynamics. It uses a Galer-
kins' approach to discretize the equation system and eliminates 
pressure through the use of a penalty function. To overcome 
the stability limits imposed by the convective terms, the SUPG 
scheme of Brooks and Hughes (1982) is used. First-order back
ward differencing is used for temporal discretization. The re
sulting algebraic system is then solved using a frontal solver 
with wavefront optimization. In general, NISA/3D-FLUID has 
models for heat transfer, radiation heat transfer, non-Newtonian 
flows, compressible and incompressible flow, turbulent flows, 
flow through porous media, rotating reference frames, phase 
change, free surface flows, chemically reacting flows, fluid-solid 
interaction, and stress analysis. A large family of isoparametric 
elements are available to the user, i.e., linear, parabolic, and 
cubic element types. Again, a fully integrated graphical-user-
interface is present to aid in problem definition, solution and 
analysis. In the simulations completed with the NISA/3D-
FLUID code in the CFD Triathlon exercise, linear finite ele
ments were used to resolve the flow fields. 

210 / Vol. 117, JUNE 1995 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



unlfbim ' 
velocity h = 5.2 mm 
profile ~ 

no-sllp wall 

3=3 

H 200 r 
1 s i r — X, — H 

r=10.1 mm 
t no-9llp wall 

H -
Fig, 1 Definitions for benchmark problem 1. Re = U'DIv, where U = 
average inlet velocity, D = 2h,v = kinematic viscosity ofair = 1.Sx10~' 
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Benchmark Problem 1: The Backward-Facing Step 
Problem 

The flow through a straight channel having a sudden asym
metric expansion is called the backward-facing step problem. 
Separated flows resulting from such changes in geometry are 
common in industrial, internal flow applications, where the de
vice's performance often depends on the structure of the flow. 
The flow over a backward-facing step provides an excellent test 
case for the accuracy of a numerical method because of the 
dependence of the reattachment lengths on the Reynolds num
ber. Numerical methods which introduce excessive numerical 
smoothing in favor of stability will result in poor predictions 
of these reattachment lengths. Only two parameters characterize 
this flow, i.e., the Reynolds number and the channel step height. 
In this exercise the experimental configuration and conditions 
of Armaly et al. (1983) were used and are illustrated in Fig. 1. 
Here, flow originates in a long inlet channel which then expands 
into a longer exit channel allowing for a fully developed velocity 
profile to form. The channel expansion ratio is 1.94. Three 
different Reynolds numbers were selected for simulation, i.e., 
200, 450, and 1000. At a Reynolds number of 200 only the 
primary recirculation cell develops with a reattachment length 
of Xi. At a Reynolds number of 450, an additional separation 
cell forms on the upper waU of the channel. Three characteristic 
length scales are associated with this additional separation cell; 
i.e., x^ is the distance from the step edge to the point of separa
tion, Xs is the reattachment length, x^ is the sum of x^ and x,. 
Steady, two-dimensional flow develops at both of these Reyn
olds numbers. At a Reynolds number of 1000, the flow begins 
to exhibit three-dimensional effects. This final flow condition 
was selected because Armaly et al. (1983) present experimental 
data for this flow which exhibits some interesting flow struc
tures, i.e., they report the existence of a secondary recirculation 
cell on the bottom wall and an imbedded counter-rotating cell 
in the comer formed by the step face and bottom wall. However, 
none of the five codes reported the existence of the secondary 
recirculation cell on the bottom wall at this Reynolds number, 
and only FLUENT reported resolving in their simulation the 
imbedded counter-rotating cell in the comer created by the step 
face and bottom wall. 

This benchmark problem was completed by FLOW-3D, 
FLOTRAN, FLUENT, CFDS-FL0W3D, and NISA/3D-
FLUID. All vendors used a uniform inlet velocity profile with 
an inlet channel of 20 cm, with the exception of FL0W-3D 
which used an inlet length of 5-10 cm, and FLUENT, which 
used no inlet channel and prescribed a parabolic velocity profile 
at the step edge. Table 2 displays the grid resolution used by 
each vendor and computational resources required for the prob
lem solution. The CPU time per node is calculated as the total 
CPU time for the solution divided by the number of computa
tional nodes, with the number of solver iterations implicitly 
included in this time. This normalized CPU time provides an 
approximate measure of the work units required by each code 
to provide a converged solution, and does allow for a relative 
comparison of computational performance. However, this CPU 
time is strongly affected by the type of boundary conditions, 
initial conditions, relaxation parameters, and type of algorithm. 
It should be noted that all the codes solved this problem as a 
steady state simulation, except FLOW-3D, which solved it as 

an accelerated transient problem, and thus their computational 
times tend to be greater than the others. The final row of Table 2 
displays a multiplier by which the effects of different computer 
platforms may be nuUified. Following the compiled results of 
Dongarra (1993), a mflops rating for each of the platforms is 
obtained based on LINPACK Benchmarks, then each platform 
used here is scaled against the fastest machine, in this case the 
IBM RS 6000. This results in a multiplier for which a scaled 
CPU time may be calculated, i.e., the CPU time per node times 
the multiplier, however, this calculation is left to the reader. 

Table 3 displays the predicted reattachment length, separation 
length, and recirculation length for the primary and secondary 
recirculation regions. All values are normalized by the step 
height .y. In general, the maximum deviation of the predicted 
value of the primary reattachment length varies from the mea
sured value by 8, 15, and 47 percent for the Reynolds numbers 
of 200, 450, and 1000, respectively. The minimum deviations 
from this measured length are 0.4, 8, and 20 percent, respec
tively. The large deviation from the measured value at a Reyn
olds number of 1000 is not surprising, due to the apparent three-
dimensionality and unsteadiness of the measured flow. It has 
already been documented that this deviation is not due to numer
ical errors (Kim and Moin, 1985). It is left to the readers to 
judge whether the 8 percent deviation for a Reynolds number 
of 450 is accurate enough for their applications. One vendor 
(CFDS) did perform three different simulations at the same 
grid resolution, but using three different convective difference 
schemes (i.e., HYBRID, second-order upwind, and QUICK). 
At the lower Reynolds numbers of 200 and 450, the QUICK 
scheme showed less than 10 percent improvement in reattach
ment length over the HYBRID scheme, indicating that for these 
flow conditions, the HYBRID scheme was functioning as a 
second-order central difference scheme. However, at a Reynolds 
number of 1000, the second-order upwind scheme predicted an 
improvement to the reattachment length of 113 percent (QUICK 
results were not reported) to that predicted by the HYBRID 
method. Clearly this demonstrates the degradation of solution 
accuracy due to the artificially diffusive nature of first-order 
upwind methods. In general, none of these results have achieved 
a grid-convergent solution, nor can it be stated that any code 
is superior to another, especially at the larger Reynolds number 
flow conditions. 

Benchmark Problem 2: Uniform Flow Past a Circular 
Cylinder 

The second problem investigated in the CFD Triathlon was 
the uniform flow past a circular cylinder at a low Reynolds 
number. The Reynolds number selected was 60, based on the 
diameter of the cylinder and the uniform flow velocity upstream 
of the cylinder. Several papers were referenced for the partici
pants, i.e., the experimental data of Tritton (1959) and Acrivos 
et al. (1968), and the computational data by Dennis and Chang 
(1970) and Takami and Keller (1969). Unfortunately, this 
problem proved to be the biggest disappointment of the CFD 
Triathlon exercise, because three of the five simulations per
formed assumed a symmetry to the flow. It appears that the 
term "uniform flow" implied to these three participants that 
the flow was steady throughout the flow domain, and therefore 
symmetric about the horizontal, radial axis of the cylinder. And 
certainly in the literature it has been documented that through 
artificial means, the flow past a circular cylinder can be stable 
to Reynolds numbers as high as 150. However, with no artificial 
damping it is commonly accepted that transition to an unsteady 
wake flow develops at a Reynolds number of 40. Further, in 
Tritton (1959) a photograph from his experiments clearly show 
the characteristic vortex shedding phenomena at a Reynolds 
number of 60, with a well defined vortex street. 

FL0W-3D, FLOTRAN, FLUENT, CFDS-FLOW3D, and 
NISA/3D-FLUID solved this second benchmark problem. 
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Table 2 Grid resolution and computational resources used in simulations for problem 1 

Flow conditions 

Re = 200 

Grid resolution 
CPU time (s) per node 

Re = 450 

Grid resolution 
CPU time (s) per node 

Re = 1000 

Grid resolution 
CPU time (s) per node 
Computer power 
Power multiplier 

FL0W-3D 

196 X 50 nodes 
3.2 

195 X 50 nodes 
9.5 

196 X 75 nodes 
13.4 
19 mflops RS6000 
1.0 

FLOTRAN 

7401 nodes 
5.6 

11,561 nodes 
4.4 

7401 nodes 
7.5 
1.4 mflops SPARC 1 
0.07 

FLUENT 

151 X 41 nodes 
0.2 

151 X 41 nodes 
0.3 

151 X 41 nodes 
0.5 
9 mflops SPARC 10 
0.47 

CFDS-FL0W3D 

95 X 30 nodes 
0.6 

95 X 30 nodes 
1.3 

95 X 30 nodes 
2.2 
4 mflops SPARC 2 
0.21 

NISA/3D-FLUID 

3695 nodes 
0.1 

8358 nodes 
0.4 

8358 nodes 
0.6 
10 mflops STARDENT 
0.53 

However, only FLOW-3D and FLUENT solved the asymmetric 
flow problem. Table 4 summarizes the details of these simula
tions and the primary results. Based on the work of Tritton 
(1959) the measured drag coefficient is 1.47, and from Schlicht-
ing (1979) the Strouhal number is measured to be 0.14. Both 
FLOW-3D and FLUENT closely predict the Strouhal fre
quency, although the authors of FLOW-3D indicate that a vortex 
street did not fully develop in their simulation. Three of the 
codes predict the drag coefficient within 10 percent of the mea
sured value. However, the lack of insight brought to bear on 
this problem by the majority of the vendors is disappointing. 
In the problem definition statement it was specifically stated 
that this was a two-dimensional unsteady flow problem and 
further that the ' 'results of this simulation may be reported in 
whatever form you feel best describes the flow. However, at a 
minimum the magnitude of the drag coefficient, surface vortic-
ity, surface shear, and wake length should be provided." The 
format for the presentation of results was intentionally left 
vague, but was supplemented by providing the four references 
cited above, which present a broad range of data and different 
deduced quantities, plus they cite additional key references. 
Finally, this author had envisioned that because at this Reynolds 
number the flow was unsteady in the wake region, that a time 
dependent simulation would be performed from which the time 
history of the development of the wake and its developing insta
bility could be presented, assuming the flow began from quies
cent initial conditions. Unfortunately, none of the vendors pre
sented results on the time evolution of the flow, nor did any 
vendor perform a grid sensitivity study. 

Benchmark Problem 3: Three-Dimensional Shear-
Driven Cavity Flow 

The final flow studied in the CFD Triathlon was the flow 
created by a sustained, constant shear applied to the fluid in a 

cubic cavity or enclosure. Historically, the shear-driven cavity's 
geometric simplicity and well defined flow structure in two 
dimensions and at low Reynolds numbers have allowed for 
comparative analysis of numerical techniques, and has served 
as an exceptional benchmark for codes in general. However, 
experimental results for moderate Reynolds number, three-di
mensional shear-driven cavity flow indicated that the physics 
of this flow was anything but simple (Koseff and Street, 1984). 
The flow field is unsteady and possesses significant secondary 
motions in the third dimension; i.e., spanwise direction. The best 
two-dimensional simulations cannot reproduce the experimental 
velocity profiles and flow structure variation at these Reynolds 
numbers due to the absence of a mechanism for energy redistri
bution in the spanwise direction. However, even three-dimen
sional simulations were not able to reproduce the complexity 
of the shear-driven cavity flow until sufficient numerical accu
racy was achieved (Koseff, et al., 1983). In 1985 the first 
successful simulation of the three-dimensional shear-driven cav
ity flow was reported in Freitas et al., 1985. What makes this 
flow interesting is the formation of Gortler vortices resulting 
from a centrifugal instability generated along the curved separa
tion surface between the primary recirculation cell and the 
largest comer recirculation cell. Gortler vortices are contra-
rotating longitudinal vortex pairs which are formed due to the 
sensitivity of the induced radial pressure gradient to small dis
turbances which are propagated and amplified in the direct nor
mal to the plane of the primary flow (Freitas and Street, 1988 ). 
At a Reynolds number of 3200, based on the shear velocity and 
cavity width (see Fig. 2) , the Gortler vortices exhibit a second-
order instabiUty in which the vortex pair is asymmetric and 
time varying, and tends to meander along their length. Figure 
3 is taken from Freitas and Street (1988), and displays particle 
tracks on a plane which trace the structure of the Gortler 
vortices. 

Table 3 Comparison of reattachment lengths for problem 1 

Various Lengths 

Re = 200 

xjs 

Re = 450 

Xils 
xJs 
Xils 
xJs 

Re = 1000 

x^ls 
xJs 
Xsis 
xJs 

Armaly et al. data 

5.0 

9.5 
7.6 

11.3 
3.7 . 

16.3 
13.5 
21.7 

8.2 

FL0W-3D 

4.87 

8.64 
7.77 

10.80 
3.03 

12.23 
9.50 

22.40 
12.9 

FLOTRAN 

4.59 

8.12 
7.62 
9.32 
1.70 

8.57 
6.23 

16.66 
10.43 

FLUENT 

4.98 

8.50 
7.27 

12.16 
4.89 

13.08 
10.33 
24.70 
14.37 

CFDS-FLOW3D 

4.90 

8.78 
n/a 
n/a 
2.65 

12.65 
n/a 
n/a 

14.08 

NISA/3D-FLUID 

4.80 

8.08 
8.31 

10.27 
1.96 

12.39 
9.90 

22.94 
13.04 
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Fig. 2 Definitions for benchmarit problem 3. Three-dimensional flow in 
a shear-driven cubical cavity. 

In this benchmark exercise the experimental conditions of 
Prasad and Koseff (1989) are simulated, where the shear-in
duced flow of water in a cubical cavity at a Re of 3200 is 
produced. This is a transient simulation which requires sufficient 
simulated time to develop, requiring a minimum of 6 minutes 
to setup the primary flow but no more than 20 minutes to resolve 
all the pertinent flow structures. FLOW-3D, FLUENT, CFDS-
FL0W3D and NISA/3D-FLUID were used in this exercise. 
Each simulation was based on a nonuniform grid with respective 
resolutions of 32 X 32 X 16, 31 X 31 X 22, 30 X 30 X 15, 
and 30 X 30 X 10. All four vendors assumed a symmetric flow 
and imposed a plane of symmetry on the centerline (spanwise 
direction) of the cavity. The staff using CFDS-FLOW3D solved 
the steady flow only and did not resolve the transient nature of 
the flow or the Gortler vortices. The staff using NISA/3D-
FLUID solved the transient problem but did not report or appar
ently resolve the relevant flow structures. The simulation using 
FLOW-3D did resolve the endwall comer eddy structure and 
one-half of a Gortler vortex pair, but this single vortex was fixed 
on the symmetry plane and was constrained from exhibiting a 
time dependent nature. FLUENT was the only code to fully 
resolve time evolving pairs of Gortler vortices and coinciden-
tally had the greatest number of grid points in the spanwise 
direction and used a third-order spatial differencing scheme 
(QUICK). As indicated above, the accuracy of the spatial and 
temporal discretizations and the grid distribution are absolutely 
critical to the successful simulation of this flow. It is worthwhile 
to note that for the same flow conditions Perng and Street 
(1989) resolved the flow phenomena on a nonuniform grid of 
35 X 35 X 20 and Freitas and Street (1988) for a similar cavity 
flow (a 1:1:3 aspect ratio cavity), resolved the flow using a 32 
X 32 X 45 nonuniform grid resolution. Although these two grid 
resolutions are comparable to those used by the participants 
in this exercise, they were both based on QUICK-type spatial 
schemes with third-order spatial accuracy, and were therefore 
able to resolve the finer scales of the flow; i.e., time-evolving 
Gortler vortices. None of the vendors completing this bench
mark simulation performed any grid resolution studies in an 

Fig. 3 Particle track field on a plane 45 mm from downstream wall. 
Duration of particle tracks Is 60 s. Velocity field at time of 20 min (Freitas 
and Street, 1988) 
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attempt to resolve the Gortler vortices. It was not specified in 
the problem definition what grid resolution to use or that a grid 
refinement study should be performed, but when a simulation 
does not predict the presence of a dominant flow structure 
it would seem reasonable that a finer grid resolution should 
be run. 

Figure 4 displays and compares to the experimental data, 
the time-averaged (three-minute averages), centerline velocity 
profiles on the symmetry plane from each of the simulations. 
All of the simulations were able to reproduce the time-averaged 
profiles on this plane of the cavity, even the steady-flow simula
tion of CFDS-FLOW3D predicted some of the trends in these 
profiles. What this demonstrates is, that on average, the span-
wise centerline plane is a symmetry plane for the cavity flow 
at moderate Reynolds numbers, and that the effect of the Gortler 
vortices on the symmetry plane flow is nominal. This data, then, 
is not a true measure of accuracy of the prediction of this flow 
field. What is a true measure of the accurate simulation of 
this flow is the presence of the time-evolving Gortler vortices. 
Without resolving these structures, the balance and distribution 
of energy throughout the cavity is not predicted (Freitas and 
Street, 1988). In this flow, as with the next two flows studied, 
the details of the flow are critical to the overall accuracy of the 
prediction, and thus, grid resolution and numerical accuracy of 
discretization in space and time must be carefully evaluated, 
because mean profiles are no longer sufficient to analyze today's 
industrial problems. 

Benchmark Problem 4: Turbulent Flow Around a 
Square Cross-Section Cylinder 

The first problem studied in the CFD Biathlon was the turbu
lent flow and wake created by a steady flow, flowing around a 
cylinder of square cross-section. This flow was experimentally 
studied by Durao, Heitor, and Pereira (1986 and 1988). The 
experimental configuration was a horizontal flow in a 120 mm 
X 156 mm rectangular water tunnel with a 20 mm X 20 mm 
obstacle set across the narrow dimension of the tunnel. The 
duct extended 1.56 m upstream of the obstacle and 0.44 m 
downstream of the obstacle. The square cross-section cylinder 
was centered between the top and bottom walls of the duct. The 
free-stream reference velocity was 0.68 m/s, and the free-stream 
turbulence intensity was 6%. The Reynolds number of the flow 
was 14,000, based on the free-stream reference velocity, the 
dimension of the bluff body, and water as the working fluid. 
The resulting flow was verified to be two-dimensional. Further, 
without the obstacle in the channel, the resulting duct flow 
was measured, indicating a symmetric flow field with a wall 
boundary layer thickness at the location of the obstacle of 15 
mm. The obstacle imposes a 13 percent blockage to the flow, 
which is significant and requires that the duct walls be resolved 
in a numerical simulation. 

As indicated by the experimental data, this flow includes 
regions of recirculating, accelerating, and near uniform velocity. 
The shear layer surrounding the recirculation bubble is a region 
of intense velocity fluctuations with the individual turbulent 
stresses exhibiting anisotropy, in that the vertical-velocity Reyn
olds stress is greatest close to the rear stagnation point, while 
the greatest values of the horizontal-velocity Reynolds stress 
develop along the curved shear layer. However, further analysis 
of these results show that only 40 percent of the total energy 
in these regions is due to turbulent fluctuations, the remainder 
of the energy is associated with local periodic oscillations, 
which are not turbulent. As demonstrated by Durao et al. (1988) 
when a filter accounting for mean, periodic, and random velocity 
components is applied to the measured data, the resulting fil
tered turbulence profiles of the Reynolds stresses exhibit the 
same trends of the measured quantities but with significantly 
reduced magnitudes. The levels of turbulence anisotropy are 
smaller. The non-turbulent, periodic components of the velocity 
field account for the additional energy in these regions. There
fore, a numerical simulation must be capable of accurately re
solving not only the turbulence field, but the periodic, non-
turbulent scales as well, and the interactions between these dif
ferent scales. 

Four codes were used to study this flow, i.e., STAR-CD, 
CFD-ACE, FLUENT, and N3S. Table 5 summarizes the details 
and results of these simulations. The measured value of the 
Strouhal number is 0.138 which corresponds to a fundamental 
frequency due to vortex shedding of 4.7 Hz. All predicted values 
of the Strouhal number are within 7 percent of the measured 
value (except for N3S which is within 16 percent). What is 
interesting is that depending on the code, the standard ^-e model 
predicted the Strouhal number to be within 2 to 16 percent of 
the measured value. This is likely a result of grid resolution 
and accuracy of the spatial discretization scheme used by each 
code. In fact, based on Strouhal number alone, the standard k-
e provided the most accurate prediction, indicating, once again, 
that the Strouhal number is essentially insensitive to the details 
of the flow. Unfortunately, this trend does not carry over to the 
mean velocity field or turbulence fields. Clearly shown in Fig. 
5, is the poor predictive capability of the standard k-e model in 
terms of the details of the wake flow field. Shown in Fig. 5 is 
the mean horizontal velocity profile along the centerline of the 
obstacle as predicted by each code using different types of 
turbulence closure models; i.e., the standard k-s model (Launder 
and Spalding, 1974), the Renormalized Group Model (RNG) 
extension to the k-e model (Yakhot and Orszag, 1986, Yakhot 
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Table 5 Summary of conditions and results for benchmark simulation 4 (B == obstacle width, standard = standard k-e 
model, K-L model = Kato-Launder model, RNG model = renormalized group model, RSM model = Reynolds stress 
model, T-L model = two-layer k-e model) 

Codes 

STAR-CD 

CFD-ACE 

FLUENT 

N3S 

Domain length 
upstream of obstacle 

78 B 

5 B 

3 B 

9 B 

Domain length 
downstream of obstacle 

30 B 

10 B 

10 B 

20 B 

Grid resolution 

17,200 nodes, with local mesh 
refinement 

120 X 80 nodes 

101 X 101 nodes 

7,530 nodes 

Turbulence 
models used 

Standard 
RNG model 
Standard 
T-L model 
RNG model 
RNG model 
RSM model 
Standard 
K-L model 

Predicted 
Strouhal number 

0.148 
0.148 
0.141 
0,141 
0.132 
0.1456 
0.143 
0.16 
0.16 

and Smith, 1992, and Yakhot et al., 1992), the Kato-Launder 
k-B model (Launder et al., 1975), the two-layer k-e model 
(Rodi, 1991), and a Reynolds stress-closure model. The magni
tude of the mean, negative horizontal velocity in the wake region 
of the flow is under-predicted by all closure schemes. The pro
posed explanation for the poor performance of the standard k-
e has been that it over-predicts the turbulent energy upstream 
of the obstacle, whose influence is then propagated downstream 
of the obstacle, inhibiting the formation of shed vortices due to 
excessive turbulent viscosity. It appears that this explanation 
may hold for enhanced versions of this model as well, albeit to 
a lesser degree. However, a supplemental explanation for this 
reduced, predicted, negative horizontal velocity magnitude in 
the wake region, may be that the non-turbulent component of the 
periodic oscillation is not fully resolved. Certainly, the results 
presented by Durao et al. (1988) in which as much as 60 percent 
of the total energy may be associated with non-turbulent, peri
odic scales, suggest that the turbulence model alone is not re
sponsible for the under-prediction of the velocity magnitude in 
the recirculation region. In fact, as the flow moves away from 
this high-energy recirculating region, the enhanced turbulence 
models do a good job of predicting the mean velocity profile. 
Figure 6 displays the time-averaged turbulent kinetic energy 
along the axial centerline of the obstacle. Again, the turbulence 
models under-predict the magnitude of turbulent kinetic energy 
in the near wake region. Finally, all vendors reported results 
for only one grid resolution. Thus, we can not evaluate from 
these results the relative importance of grid resolution versus 
turbulence closure to the solution accuracy. 

Benchmark Problem 5: Developing Turbulent Flow in 
a 180 Degree Bend 

The second problem of the CFD Biathlon was the spatially 
developing flow in a 180-degree bend of square cross-section, 
which is preceded and followed by sections of straight duct. 
This flow configuration is directly relevant to many industrial 
applications and the knowledge of the flow and of its turbulence 
structure are necessary for understanding the complex flow 
physics associated with other mechanisms such as particle trans
port, slurry transport, and heat transfer. This flow was experi
mentally studied by Humphrey et al. (1982) and Chang et al. 
(1983). Figure 7 is taken from Chang et al. (1983) and defines 
the test section dimensions, coordinate system, and velocity 
components. The cross-sectional dimensions of the square duct 
were 4.45 cm X 4.45 cm. The flow Reynolds number is 56,700, 
based on the duct height, a free-stream velocity of 1.28 m/s, 
and water as the working fluid. The Dean number, which is a 
function of the Reynolds number and the ratio of the hydraulic 
diameter to the mean radius of curvature of the duct, is 21,900. 

This benchmark problem highlighted the limits of current 
commercial CFD codes, in that a grid independent solution may 
be achieved and yet not replicate the physics of the flow due 
to the limits of the physical models within the code, specifically, 
the turbulence model. In this flow, the Reynolds stress gradients 
and pressure gradients combine to create a locally anisotropic 
flow which exceeds the capabilities of all derivatives of the k-
e model. As Humphrey et al. (1982) suggest, modeling at the 
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Fig. 7 Definitions for benchmarit probiem 5. Steady flow in 180-degree bend. 

stress-equation closure level will certainly be required to predict 
wall interactions correctly, including curvature effects. Within 
this flow, the influence of the bend on the upstream tangent 
flow is already evident atX = - 5 . Although weak, the combina
tion of Reynolds stress gradients in the cross-stream plane and 
the favoralDle pressure gradient at the convex wall in the bend 
induce a transverse flow at this section. In the first 45-degrees 
of the bend itself, stabilizing and destabilizing effects of the 
convex and concave walls, respectively, generate relatively 
large levels of anisotropy near these boundaries. Measurements 
of the turbulence characteristics in the region of the bend be
tween 90- and 130-degrees show significant variations in the 
radial components due to large shearing motions induced by 
the core flow. As the flow enters the outlet tangent, the second
ary motions are rapidly damped due to the opposing effects of 
the transverse pressure gradient in the bend and the oscillating 
nature of the secondary motion, maintaining, however, a weak 
secondary motion well into the downstream tangent. 

N3S, FLUENT, FLOTRAN, STAR-CD, and CFD-ACE were 
used to simulate this flow. Table 6 provides the details of the 
grid resolutions used and turbulence models implemented. Here, 
some of the vendors made significant attempts to reproduce the 
experimental data through refinement of the computational grid 
and using a suite of turbulence models. One code (STAR-CD) 
reported achieving a grid convergent solution. Unfortunately, 
all codes fell short of predicting the measured data in the bend 

Table 6 
tion 5 

Summary of conditions for tlie benclimarlc simula-

Code 

FLUENT 

FLOTRAN 

N3S 
STAR-CD 

CFD-ACE 

Grid resolution 
(Axial X Radial X Spanwise) 

101 X 47 X 27 
60 nodes in bend 

10,240 elements 
21,450 elements 
52,080 elements 
26,681 nodes (final grid 
167,000 nodes 
250,000 nodes 
-500,000 nodes 
40 X 40 X 20 
18 nodes in bend 

used) 

Turbulence models 
used 

Standard k-e model 
RNG model 
Reynolds Stress model 
Standard k-s model 

Standard k-s model 
Standard k-e model 
RNG model 

Standard k-s model 
RNG model 

region at angles of 45-degrees and greater. Figure 8 displays 
the mean axial velocity profiles on a plane at ^ = 90-degrees, 
on the centerline running from the inner-radius wall to the outer-
radius wall (i.e., where z = 0.0 is the centerline or symmetry 
plane of the duct). Figure 9 is taken from the FLUENT simula
tions and highlights the influence of the selection of a turbulence 
model to the successful simulation of complex turbulent flows. 
Here, the velocity vector field at a plane of ^ = 130-degrees is 
displayed, where the left and right boundaries are the inside-
radial and the outside-radial surfaces of the duct, respectively, 
and the top boundary is the centerline of the duct. Clearly, the 
resolved structure of the flow field is significantly different 
between that generated by the standard k-e model, the RNG 
model, and the Reynolds stress model. However, to lay the 
burden solely on the turbulence model for failing to predict the 
flow structure in this problem, is not presenting a complete 
picture of the limitations of today's commercial CFD codes. 
Although some refinements to the grid were performed, the 
resolution is still not sufficient to resolve critical scales of the 
flow and (except for FLUENT) all discretization schemes used 
in this exercise were second-order at best. Perhaps for flows 
such as this, higher-order discretization schemes are required. 

Conclusions 

A series of five benchmark problems have been simulated by 
several commercial CFD codes, all simulations performed by 
the vendors themselves. The first three problems dealt with 
laminar flows of varying degrees of complexity. In general, the 
codes that completed the first two simulations, one, a steady 
two-dimensional laminar flow, and the second, an unsteady two-
dimensional laminar flow, gave acceptable results, when the 
codes were applied to the problems correctly. However, what 
the author found most discouraging with the solution of these 
two "simple" problems was the general lack of insight brought 
to the solution process by some of the vendors. That is, some 
vendors were satisfied with solutions generated at a single grid 
resolution, never attempting to demonstrate a grid convergent 
solution. With the new policy statement on numerical uncer
tainty that this Journal has invoked (Freitas, 1993), these results 
would not have been accepted in an archival publication. Fur
ther, with the demonstrated sensitivity of these two solutions 
to the accuracy of the spatial discretization, it was surprising that 
some vendors used first-order methods in the solution process. 
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Fig. 8 Axial mean velocity profiles at 0 = 90 deg 

Again, a prediction based on such first-order methods is no 
longer considered acceptable for inclusion in this Journal. 

The third benchmark problem, the unsteady, three-dimen
sional flow in a cavity, mandates for a successful solution the 
use of a spatial discretization scheme that minimizes or elimi
nates numerical diffusion. With numerical diffusion present, 
the moderate scale, secondary motions never develop, i.e., the 
Gortler vortices. This was clearly demonstrated in some of the 
simulations performed here, where the Gortler vortices were 
not predicted or sufficiently resolved by the grid. And again, 
some of the vendors simply did not demonstrate having any 
insights into the solution of the problem, and no attempts were 
made to show a grid convergent solution by any of the vendors. 

In performing the two turbulent flow benchmark simulations 
in this exercise, the vendors did demonstrate greater insight to 
the problem solution and, in some cases, did solve the problems 
on multiple grids with significantly different resolutions. The 
two turbulent flow benchmarks used here, the two-dimensional 
flow around a square cylinder, and the three-dimensional flow 
in a 180-degree bend, taxed both the numerics of the codes and 
the turbulence models of the codes. With regard to the turbu
lence models, the current state-of-the-art in commercial CFD 
codes are the standard k-e model and its variants (primarily 
RNG forms). Unfortunately, many of the problems for which 
commercial CFD codes are applied to, push the limits and as
sumptions upon which these models are based. With regard to 
the discretization methods, the current state-of-the-art is second-
order schemes which may prove to still not be accurate enough 
for some classes of flow; for example, the flow through a 180-
degree bend. Historically, it was believed that in spite of the 
limitations of the models and methods used that a series of 
simulations would at least resolve the trends as key parameters 
were varied and certainly for classes of problems this is true. 
However, as demonstrated in Fig. 9, which simulation is now 
resolving the correct trends? The mean profiles may be similar, 
as in Fig. 8, but the details of the flow field may be widely 
different. The bottomline is that the user of these codes must 
remember to balance grid resolution and discretization accu
racy, and use the appropriate closure model. 

In the course of this exercise, it was suggested by some 
vendors (who selected not to participate in the forum) that these 
two turbulent flow problems were not appropriate as bench
marks, since they potentially violated the conditions upon which 
traditional turbulence models are based. However, these com
mercial CFD codes are being used today by industry, to study 

similar flows. The author has been at vendor demonstrations in 
which vendor staff members have claimed the abiUty to solve 
these problems. In addition, with some commercial codes using 
new types of turbulence models such as the RNG extension to 
the k-B model and other nonlinear turbulence closures, it is 
relevant and appropriate to attempt these types of benchmarks. 
Clearly demonstrated in this exercise, is that further research 
into more advanced turbulence models for use in commercial 
CFD codes is required (not a big surprise). And, implementa
tion of higher-order discretization schemes may also be re
quired. These are not unreasonable demands, especially when 
one considers that both of these turbulent flow problems are 
essentially, idealizations of typical, industrial flow situations; 
i.e., one an external flow and the other an internal flow. 

Acknowledgments 
The author would like to applaud and thank each of the 

vendors who participated in each Forum, but particularly those 
vendors that approached this effort with an open and honest 
attitude. This was especially true for those vendors who partici
pated in the CFD Biathlon Forum. The author recognizes that 
it is very difficult to report simulation results which do not 
predict the experimental data within an accepted level of accu
racy, especially after making every effort to provide the best 
solution possible and still falling short. Clearly, for each vendor, 
the presentation of the simulation results for Benchmark Prob
lem 5 was difficult. But, the author believes that such an exercise 
provides creditability to this growing CFD industry and will 

Results with Standard k-e model 

^ M ^ 

Results with RNG model 

Results with Reynolds Stress Model 
Fig. 9 Velocity vector field predicted by three different turbulence mod
els. Plane displayed is 0 = 130 deg. Simulation results from FLUENT. 

Journal of Fluids Engineering JUNE 1995, Vol. 117 / 217 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



ultimately serve the interests of the engineering and scientific 
community. 
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Finite Aspect Ratio Effects on 
Vortex Shedding Behind Two 
Cylinders at Angles of Incidence 
Wind tunnel tests were undertaken at subcritical Reynolds numbers to determine the 
vortex shedding characteristics behind a pair of finite circular cylinders at distances 
from one to six diameters apart and at all angles to one another. In addition, individ
ual finite cylinders with aspect ratios 0.67 s L/D < 11.33 were examined to deter
mine the effect of aspect ratio on shedding frequency, and to measure the frequency 
of the tip vortex when it is present. Aspect ratio was found to be a significant factor 
in the difference between shedding frequencies of the two cylinders at oblique angles. 
It was also found that "lock-on" of the two frequencies occurred when longer aspect 
ratio cylinders were upstream of shorter ones, but not in the reverse case. 

1 Introduction 

Even though real world instances of circular cylinders inter
acting with a fluid environment occur over a wide range of 
length-to-diameter ratios (for example, smokestacks, marine ca
bles, gas tanks, telephone lines), experimenters over the years 
have devoted by far a preponderant attention to the flow charac
teristics around a solitary two-dimensional, or infinite cylinder. 
The variations with Reynolds number of the drag force, vortex 
shedding frequency, fluctuating lift force, and base pressure 
have provided sufficient cause to generate research data that, if 
combined, would fill many journal volumes. But in the last 
two decades, studies have increasingly focused on the more 
commonly occurring case of finite length in a circular cylinder, 
which of course produces a very complex three-dimensional 
flow pattern in the cylinder wake. In addition, research has 
been conducted on interference effects between two or more 
cylinders in relatively close proximity to one another, although 
vortex shedding studies have been thus far limited to the interac
tion of infinite length cylinders. It is the purpose of the present 
paper to look at one feature (the wake vortex shedding fre
quency) of a flow around two interfering cylinders which are 
both finite in length, though not necessarily of the same length. 

Since this paper represents an incremental advance in a well-
trod field of inquiry, it is instructive to review what earlier 
investigations have already established, as well as where ques
tions or disagreements still remain. 

Smoke flow photography and detailed measurements of sur
face pressure distributions around individual finite length circu
lar cylinders have shown that the flow over the free end greatly 
affects the wake characteristics, especially as the length-to-di
ameter {LID) ratio increases. Okamoto and Yagita (1973) 
showed, for example, that base pressure coefficients {Cp at 180 
deg from the front stagnation point) vary with spanwise distance 
for up to four diameters from the free end when LID > 7, and 
vary all the way to the fixed end for shorter cylinders. As aspect 
ratio increases, the value of Cpj along the span becomes less 
negative, with the flow from the free end acting much like that 
over the tip of a finite wing to decrease the suction pressure. It 
follows that both the local and the mean drag coefficients also 
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decrease with decreasing aspect ratio. Interestingly, they noted 
the presence of coherent vortex shedding only for LID > 7, 
and also found that the Strouhal number (St = fDIU'x) in
creased both with increasing aspect ratio and with increasing 
Reynolds number. They also found a gradual spanwise decrease 
in St as the free end of the cylinder was approached. A number 
of later investigators have presented results that contradict these 
findings. For example, Vickery (1968), Sakamoto and Arie 
(1983), Sin and So (1987), Zdravkovich et al. (1989), Szep-
essy and Bearman (1991), and to some extent Baban et al. 
(1989), have all measured vortex shedding activity at values 
of LID < 7. Sakamoto and Arie used photographs of smoke 
patterns to discern what they suggest are two different kinds of 
vortex shedding: an arch-type or symmetric pair, present when 
LID < 2.5, and the well-known alternating Karman shedding 
which predominates when LID > 2.5. Bearing in mind the fact 
that their tests were carried out in a turbulent boundary layer 
(typical of the lower atmosphere), their conclusion that the 
Strouhal number remained constant over the cylinder span also 
was at variance with Okamoto and Yagita's results. Kawamura 
et al. (1984) undertook detailed hot-wire measurements in the 
wake of various relative length finite cylinders and disputed 
the existence of the so-called "arch-type" vortex. Rather, they 
pointed to the presence of three separate systems in longer 
cylinders: a free end controlled trailing vortex (the analogue of 
the wing-tip vortex), the Karman vortex, and a "necklace" or 
horseshoe vortex at the attached end, such as has long been 
observed in the flow around piers. For shorter cylinders, the 
central or Karman type is not present. In agreement with Oka
moto and Yagita, they could not detect any shedding for LID 
^ 6, surmising that the trailing vortex extended to the base and 
thus suppressed the Karman street. For larger aspect ratios, the 
free end trailing vortex registered as a periodic signal with a 
lower Strouhal number than the central Karman street. Farivar 
(1981) found the same result, though with a greater discontinu
ity in Strouhal number dividing the regimes. Ayoub and Karam-
cheti (1982), who conducted the most thorough experimental 
investigation of end flow patterns, disagreed with Kawamura et 
al. and Okamoto et al. by proclaiming that vortices must form 
discrete cells rather than undergo continuous change in the span-
wise direction. 

Of the studies reviewed that involve multiple cylinders, all 
employed cylinders spanning the entire width of the wind or 
water tunnels. (Zdravkovich (1977) provides a very useful sum
mary of earlier studies in this area.) Bearman and Wadcock 
(1973) looked at the effect on pressure and vortex shedding of 
increasing separation distance between two cylinders side-by-
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side. Base pressures were found to revert to isolated cylinder 
values at five diameters apart (measured from centerline to 
centerline), while the Strouhal number jumped from under 0.10 
(with cylinders touching) to 0.35 with less than two diameters 
separation, before dropping to 0.20 at greater than two diameters 
apart. Williamson (1985) noted the interactions thattake place 
in the wake of such cylinders, producing in some instances a 
binary vortex street, or anti-phase shedding in others. In particu
lar, he found that for small gap widths the shedding frequency 
doubles on one side of the cylinder pair. Kiya et al. (1980) 
placed two cylinders at various angles to one another up to 5j 
diameters apart. For side-by-side separation distances less than 
1.4 diameters, the pair acted as a single cylinder, while for 
distances greater than two diameters they behaved as isolated 
cylinders. In between, one cylinder had a narrower wake and 
correspondingly higher shedding frequency than the other, as 
the gap flow was biassed to one side. In a tandem arrangement, 
no shedding was observed behind the upstream cylinder until 
the separation distance exceeded three diameters. At other 
angles, the upstream cylinder always had a smaller wake (and 
higher Strouhal number) than the downstream cylinder. Bo-
kaian and Geoola's (1984) more fragmentary results only par
tially agreed with this result. Baxendale et al. (1985) and Barnes 
et al. (1986) subsequently observed a lock-on effect that oc
curred when a downstream cylinder was at an angle of 30 deg 
or less (with respect to the oncoming flow direction) behind the 
upstream cylinder. Curiously, Kiya et al. did not cite evidence of 
that phenomenon. 

2 Experimental Apparatus and Procedure 

A series of tests to determine carefully the effect of aspect 
ratio on Karman vortex shedding patterns of individual cylin
ders, and then of two cylinders in close proximity to one an
other, was undertaken in a subsonic wind tunnel with a circular 
test section 30.5 cm in diameter. The experimental setup was 
as follows. Test cylinders of varying aspect ratio, all of diameter 
1.9 cm, were fixed on a continuously rotatable circle flush 
mounted within a smooth flat plate that served as the test section 
lower surface. The distance from the plate to the test section 
ceiling was 24.5 cm, and from the cylinder location to the 
leading edge of the plate at the wind tunnel inlet was 48.3 cm. 
The test section freestream turbulence intensity was measured 
at 1.8 percent lower than that of some of the simulated boundary 
layer flows employed by earlier investigators, but higher than 
is found in many wind tunnel tests. It was low enough, however, 
to permit easy detection of vortex activity. It should also be 
noted that previous studies by Szepessy (1991) have shown 
very Uttle effect on vortex shedding frequency caused by in
creasing freestream turbulence levels from .05 to 3.3 percent. 
(Also Kareem et al. (1989) reported negligible change in shed
ding in a turbulent boundary layer whether at 7 percent or at 
20 percent intensities.) In the present tests, the mean upstream 
flow was laminar and uniform. Given that the cylinders were 
placed at a distance from the leading edge of the flat plate, the 
boundary layer at the surface was turbulent, and was found 
with the hot-wire instrumentation (to be described below) to 
be approximately 1.4 cm thick, a value virtually identical with 
that predicted by the classical turbulent boundary layer solution. 
The value of 1.4 cm was arrived at by traversing a hot-wire 
probe upward from the flat plate at the location of the cylinders, 
and monitoring the signal on an oscilloscope. A marked de
crease of fluctuating activity was taken to represent the top of 
the turbulent boundary layer. 

The maximum tunnel blockage produced in the cross-sec
tional area above the flat plate was 7.8 percent, corresponding 
to two test cylinders with aspect ratios LID = 10.67 and LID 
= 2.67. All tunnel velocities were corrected for the test cylinder 
blockage. A total of 17 cylinder heights were examined, in 
increments of AL/D = 0.67, with the smallest being at LID = 
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Fig. 1 Experimental test setup 

0.67. When two cylinders were in the test section, readings 
were taken for every 7.5 deg increment in angle of incidence 
to one another. The Reynolds number based on cylinder diame
ter for all tests varied within the range 7 . 8 x l 0 ' s R e s 2 x 
lO"*. Repeated tests showed virtually no change in Strouhal 
number within these limits. This is in disagreement with a re
ported result of Okamoto and Yagita (1973), who found that 
St decreased significantly with decreasing Reynolds number for 
Re < 10", and that the decrease was sharper as LID decreased. 
Attempts to reproduce their results for LID = 10.67 over the 
range 2.3 X 10^ < Re < 2.4 X 10" were decidedly negative. (It 
should be noted that the measurement techniques and spectral 
representations of Okamoto and Yagita from two decades ago 
were somewhat wanting in precision.) 

A hot-wire probe connected to a TSI linearizing anemometer 
traversed the wake behind the cylinders and the signal was 
then analyzed in a Bruel-Kjaer Spectrum Analyzer. A digital 
voltmeter, an RMS voltmeter, an oscilloscope, and a filter also 
formed part of the test equipment. The filter was used to allow 
a bandwidth of signals between I Hz and 1000 Hz through for 
analysis, thereby cutting down on electronic noise. Controls 
exterior to the test section allowed positioning of the probe 
spanwise along the cylinders and across the wake to search for 
optimum vortex activity. Between tests it could also be relocated 
in the streamwise direction. Velocities were obtained using a 
pitot-static tube connected to a digital multimanometer. The 
test set-up is displayed in Fig. 1. The 95 percent certainty of 
replication in pressure readings from the digital multimanometer 
was ±0.01 in H2O, and in frequencies determined from the 
spectrum analyzer ± 2 Hz over a 100 Hz full range, both being 
virtually exclusively precision error. The resulting error range 
for velocity readings was consequently ±2.4 percent, and in 
Strouhal number ± 3 . 1 percent, yielding a variation in typical 
Strouhal number of ±.0044. 

3 Results and Discussion 
Previously published studies, for instance those of Vickery 

(1968), Okamoto and Yagita (1973), Farivar (1981), and Sa
kamoto and Arie (1983), have yielded a certain amount of 
scatter in the data for low aspect ratio finite cylinder shedding 
frequencies, so the first stage of this investigation consisted of 
a detailed examination of aspect ratio effects on single cylinder 
shedding for the specific flow characteristics (turbulence inten
sity, Reynolds number range, and boundary layer height) of the 
test setup. The results are plotted in Fig. 2, as Strouhal number 
versus cyhnder aspect ratio LID. The Strouhal number was 
taken to be the average value recorded at all spanwise stations 
over which Karman-type shedding was clearly measured. Typi
cally this meant an average of 15 or more readings taken from 
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two to five millimeters apart, depending on the length of the 
cylinder. An average was considered appropriate since the value 
was not precisely constant along the cylinder span, as will be 
shown shortly. Two interesting features emerge from the graph 
of the data. First, the Strouhal number monotonically increases 
with aspect ratio in the range 5.33 < LID s 11.33, and presum
ably goes on to approach asymptotically the two dimensional 
value of St = 0.21. However, in the range 0.67 £ LID < 5.33, 
the value increases at first and then decreases. The values shown 
are the result of numerous tests which consistently displayed 
this trend. A review of the actual spectra further yields the fact 
that in the range 0.67 < LID 2.00, the signals were very broad; 
in the range 2.67 ^ LID < 4.67, they became much sharper; 
and then, from 5.33 s LID < 7.33, they became broader again 
before returning once again to sharply defined frequencies at 
all higher aspect ratios. Neither the mechanism suggested by 
Sakamoto and Arie (1983) nor that suggested by Kawamura et 
al. (1984) seems to fit comfortably with these observations. 
The former supposed a switch from an arch-type to a Karman-
type shedding around LID = 2.5, but the flow is known to 
be more complicated then their low Reynolds number flow 
visualization results imply. Their smoke pattern photographs of 
cylinder wakes, for example, give no indication of the spanwise 
flow component which Kawamura et al. have clearly shown 
exists. The latter, however, believe that the downward flow over 
the free end suppresses the Karman street entirely for aspect 
ratios less than a critical value dependent on boundary layer 
thickness, which in their case was LID = 6. The present results 
showing very strong signals in the range 2.67 :s LID < 4.67 
are obviously not compatible with their model. It is highly 
conceivable that in that aspect ratio range the downward end 
flow serves not to override the Karman street, but causes instead 
a widening of the wake that results in the lowering of the vortex 
shedding frequency. Continuing with this supposition, at very 
low aspect ratios {LID < 2.00), the horseshoe vortex is the 
predominant influence on the Karman street and is reflected in 
the first rise in Strouhal number with aspect ratio, before the 
free end flow is strengthened (by the greater three dimensional
ity that higher aspect ratios produce) and exerts its effect. The 
horseshoe vortex and indeed the immersion of much of any 
very low aspect ratio cylinder within the turbulent boundary 
layer explain the very broad spectra measured. It is interesting 
to note that Zdravkovich et al. (1989), allowing for the consid
erable scatter in their data, found a similar downward trend in 
Strouhal number in the range 2 =s LID s 8 in the case of a 
cylinder with both ends free. While obviously differing from 
single, free end cases, their set-up nevertheless allows for some 
comparison because the plane of symmetry at the mid-point of 
their cylinders acts in some respects like a solid surface. 

Also included in Fig. 2 for reference are the upper and lower 
ranges of values obtained by Sakamoto and Arie for finite cylin

ders in a turbulent boundary layer. The upper curve corresponds 
to a case where the cylinder was submerged to 70 percent of 
its height, and the lower curve to a case where the cylinder was 
completely submerged, its free end rising only one third the 
height of the boundary layer. For this second case, the approach 
velocity is considerably reduced, being less than 80 percent of 
freestream at the cylinder midpoint. Obviously these lower 
speeds reduce the vortex shedding frequency. For the upper 
case, the cylinder midpoint velocity is essentially equal to the 
freestream flow, but some kind of cellular structure might still 
be expected for this sheared flow. In any case their flow environ
ment differed sufficiently from that of the present tests to make 
direct comparisons difficult. 

Figure 3 is a plot of Strouhal number as a function of relative 
spanwise distance along a cylinder for several of the aspect 
ratio cases examined. The cases shown were chosen to illustrate 
certain recurring features noticed in the full series of tests. Once 
again, the decrease in Strouhal number from LID = 2 to LID 
= 4.67 can be seen, followed by the gradual increase as aspect 
ratio further rises. But also evident is a slight but perceptible 
rise in local Strouhal number along the span moving toward 
the free end in cases where LID > 5. It is possible that the 
traverse position behind the cylinder is responsible for that shift, 
since there was no shear flow present, and non-cellular spanwise 
vortex shedding is not easily justifiable. More importantly, for 
some cases no frequencies were discerned above a given relative 
height, and so the data points end at XIL < 1. In addition, and 
even more dramatic, is the sudden drop in vortex shedding 
frequency that takes place somewhere around midspan of the 
higher aspect ratio cases. Regardless of the average St in the 
lower portion of the cylinder, a dominant frequency of about 
20 Hz (St = .036) or 40 Hz (St = .072) was registered as the 
free end was approached. The latter frequency is just the former 
doubled, presumably representing the probe's picking up both 
sides of an end-controlled vortex. The signal was too sharp and 
sustained to be due to a fluctuating cell boundary between the 
end frequency and the regular Karman frequency. Figure 4 dis
plays the actual power spectral density variations with relative 
height for the cases LID = 2.0, 7.33 and 9.33. It should be 
noted that Zdravkovich et al. (1989), have observed that finite 
cylinders experience, in addition to the Karman vortex street, 
a periodic shedding similar to that on a delta wing at the free 
end. The relatively low frequency occurrences noted here, 
which were very strong on the upper third of the cylinder in a 
number of the higher aspect ratio cases, indicate the presence 
of that shedding. Among previous investigators who have mea
sured it, Farivar (1981), who plotted results for cylinders in 
the range 10 ^ LID s 12.5, most clearly showed that there is 
an abrupt changeover from the Karman to free end frequencies. 

Figure 5 documents the extent along the cylinder span that 
the primary vortex street persists. It can be seen that at low 
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Fig. 4 Power spectral density of walte velocity at various relative cylinder heights for (a) L/D = 2, (/)), L/D = 7.33, (c) L/D = 9.33 

aspect ratios the dominant frequency extends almost the entire 
span, but in the range 4 s L/D ^ 8, it covers only just greater 
than half the span. As the aspect ratio continues to increase, so 
does the region experiencing the Karman shedding. As can be 
seen, the results in the range 2 < L/D s 6 compare reasonably 
well with values found by Sakamoto and Oiwake (1984) for 
the maximum height for regular shedding. They also found a 
lower bound that could be as high as 25 percent of the cylinder, 

span, but their measurements were undertaken in a turbulent 
boundary layer environment. 

For examining interference effects, two cylinders with aspect 
ratios L/D = 8 and L/D = 2.67 were chosen first. Reference 
to Fig. 2 reveals that their solitary Strouhal numbers are St = 
.132 and St = .126, respectively. Placing two cylinders in near 
proximity to one another drastically affects the flow field around 
them and the resulting vortex shedding patterns. As a first illus-
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Fig. 7 Variation in Strouhal number with approach angle for two cylin
ders {L/D = 8 and LID = 2.67) at one diameter spacing 

tration of this fact. Fig. 6 shows actual vortex shedding frequen
cies measured along the two cylinders at Re = 1.38 X 10'* with 
the cylinders placed in a Une perpendicular to the oncoming 
flow, while the spacing between their spanwise axes increases 
from one to six diameters. At one diameter separation the cylin
ders act as a unit with twice the diameter of a single cylinder; 
hence the shedding frequency of 38 Hz over the lower portion. 
A small region of high frequency 93.5 Hz vortices appeared 
around midspan of the larger cylinder, and was then displaced 
by the free end controlled 22.5 Hz signal over the upper half. 
At two diameters apart, the flow is even more complicated, with 
broad band signals suggesting multiple frequencies (or unstable 
boundaries) at certain heights. Nevertheless over the small cyl
inder, two distinct regions emerged, with 93.5 Hz shedding 
giving way to 73.5 Hz shedding about midway up the cylinder, 
while the 73.5 Hz signal dominated less than one third of the 
larger cylinder's length. Kiya et al. (1980) had also found multi
ple frequencies at similar spacings. The divergence in the mea
sured shedding frequency is a consequence of the gap flow 
being deflected to one side. For their infinite cylinders, they 
also found a reversion to solitary cylinder Strouhal numbers, 
with a threshold separation distance of only two diameters. In 
the present set of experiments, when finite cylinders were three 
diameters apart, the shedding had begun to approach the isolated 
case for the longer cylinder, although the shorter one appeared 
locked into the longer one's frequency. When the distance in
creased to four, five, and six diameters, the independent shed
ding frequencies of the two aspect ratios were gradually ap
proached. Conversion of the frequencies at six diameters apart 
gives Strouhal numbers of .135 for the larger and .125 for the 
smaller cylinder. 
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Fig. 6 Vortex shedding frequencies measured behind two side-by-side 
cylinders (L/D = 8 and LID = 2.67) at spacings from one to six diameters 

Figure 7 illustrates the variation in Strouhal number with the 
two cyhnders side by side, but varying the angle <x they make 
with the oncoming flow from 0 deg (side by side) to 90 deg 
(front and back). For this test measurements were taken at a 
height 1.8 cm above the cylinder bases. With the longer cylinder 
in front, the Strouhal number increased slowly with a at first, 
and then rapidly as the short cylinder in the back narrowed the 
wake, with a maximum St = .162 reached when the cylinders 
were in line with the flow. When the short cylinder was placed 
in front of the longer one, the maximum Strouhal number at
tained was only St = .130, and it actually decreased to St = 
.105 when the cylinders were in line. Clearly a different wake 
structure existed (even though the cross-sectional geometry at 
probe height was unchanged in the two cases) because of the 
different conditions present at higher stations in this strongly 
three dimensional flow. Again, a comparison with infinite cylin
der results is called for. Kiya et al. (1980) measured St = .08 
for a = 0 deg, rising slowly to St = .11 at a = 75 deg, and 
then dramatically increasing to St = .29 at a = 90 deg. With 
both cylinders spanning the test section, the wake is more 
streamlined when they are in tandem (a = 90 deg) than with 
the finite cylinders in tandem. 

Figure 8 presents graphs of the Strouhal number measured 
at the same probe height as in the previous test, for both the LI 
D = 8 and LID = 2.67 cylinders as a function of approach 
angle a and relative distances from three diameters to six diame
ters apart. No graph is presented for the two diameter separation 
distance because the peak frequencies were too broad band to 
pick out a dominant value, again emphasizing the particular 
complexity of flow interactions at that distance apart. Some of 
those broad signals, however, were at frequencies approxi
mately double the values found more distinctly at three or 
greater diameters apart. These signals are again consistent with 
values found by Kiya et al. (1980) for their infinite cylinders, 
and are explicable in light of the results reported by Williamson 
(1985). He noted the existence of a second harmonic mode of 
vortex shedding at close side by side spacing, the result of vortex 
pairs in the gap being amalgamated with the outer vortices to 
one side of the cylinder pair. At larger gap widths this phenome
non no longer occurs. 

Referring again to Fig. 8, corresponding to the case of the 
longer cylinder upstream of the shorter one, it can be vividly 
seen that the shorter cylinder's vortex shedding is captured or 
locked into the longer cylinder's when it falls within a region 
of influence given by a = 60 deg or higher. This capturing is 
most pronounced in the three diameter test, where the Strouhal 
number of the rear, shorter cylinder jumped from St = .111 to 
St = .161 as it moved from 60 to 67.5 deg behind the longer 
cylinder. Also evident from the graphs is that the divergence 
between the frequencies of the two cylinders reached a maxi
mum as relative distance decreased and at angles just before 
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Fig. 8 Strouhal number for two cylinders {L/D = 8 in front of L/D = 
2.67) as a function of approach angle at spacings of (a) three diameters, 
(fa) four diameters, (c) five diameters, (d) six diameters 

lock-on occurred. On this and succeeding graphs, a response 
width bar indicates when the measured frequency was broad-
banded. 

There are, of course, two factors responsible for the diver
gence in the Strouhal numbers. The first is their difference in 
aspect ratio, and the second is the biassed gap flow between 
the two cylinders which becomes more pronounced the closer 
the spacing between them. A comparison between Figs. 8 and 
9 elucidates the relative importance of those factors, since the 
second case shows results obtained with the shorter cylinder in 
the upstream position. At relatively close spacings, positioning 
the shorter cyUnder in front (Fig. 9(a)) produces a similar 
result as when the longer one is in the forward position (Fig. 
8 (a ) ) . The maximum gap between Strouhal numbers is some
what smaller, as would be expected from the effect of aspect 
ratio on sohtary shedding frequencies. Instead of a ASt^ax = 
.063, one finds ASt„ax = -040. In addition, the frequencies 
actually lock on only when the cylinders are almost in tandem. 
Barnes et al. (1986) and Baxendale et al. (1985) were the first 
to report the lock-on phenomenon with infinite cylinders. In 
fact the latter's results, plotted in the range 40 deg < a < 90 
deg for a separation distance of three diameters, showed the 
upstream cylinder at St = .214 and the downstream one at St 
= .199 at a = 40 deg, with lock-on occurring at a = 65 deg 
at St = .192, and the joint value dropping to St. = .175 at a = 
90 deg. Their divergence was therefore not as extreme as in the 
present case, but the angle of lock-on was virtually identical. 

It is obvious from the series of results plotted in Fig. 8 that 
the frequency measured behind the upstream cylinder increases 
up to the lock-on angle. As Zdravkovich (1977) has pointed out, 
the gap flow produces a narrowing of the streamlines flowing 
between the cylinders, thereby compressing the wake of the 
forward cylinder, in a process which is called a "wake displace
ment." Then, once the lock-on angle is exceeded, there is a 
decrease in Strouhal number that is magnified as the tandem 
arrangement is approached. This trend was present in all the 
cases investigated, and correlates well with Kiya et al.'s (1980) 
results for infinite cylinders at similar spacings. There is, of 
course, no gap flow in the tandem arrangement, and hence no 
narrowing of the wake behind either cylinder. The rear cylinder 

is now fully immersed in the wake of the forward one, so its 
shedding frequency decreases proportionally with increasing 
velocity defect in the oncoming flow caused by the forward 
cylinder wake. 

When the separation distance between the cylinders is in
creased to four diameters, the divergence between the front 
and back cylinder shedding frequencies diminishes accordingly, 
with the longer cylinder in the forward position (Fig. 8(Z;)). 
Nevertheless a distinct lock-on occurs at a = 52.5 deg, and 
this process continues as the spacing increases to five and six 
diameters, with a weaker lock-on being evident around a = 60 
deg (Figs. 8(c) and Sid). Obviously as the spacing increases 
at low angles of incidence, there is less and less of a biassed 
gap flow. The largest spacing examined corresponds to the hmit 
at which Williamson (1985) suggested any vortex shedding 
synchronization occurs. 

On the other hand, when the shorter cylinder was placed in 
front four diameters apart (Fig. 9(/?)), no abrupt lock-on could 
be discerned because the two frequencies are close to one an
other throughout the range of angles. At low angles of incidence, 
the longer cylinder exhibits a markedly greater shedding fre
quency, but as it passes through the wake of the shorter cylinder, 
both frequencies drop. As the spacing increases (Figs. 9(c) and 
9(d)), the shedding from each cylinder becomes increasingly 
distinct. There may be some lock-on around a = 80 deg and 
higher, but for the most part there is a reversion toward isolated 
cylinder behavior. At six diameters a comparison of Figs. S(d) 
and 9(d) shows that the divergence is greater when the short 
cylinder is in front than when it is at the rear. 

One further set of results is included in Figs. 10 and 11 to 
show the effect of increasing the difference in the cylinder 
heights. With the front cylinder lengthened to L/D = 10.67, 
the maximum divergence between shedding frequencies in
creased to ASt = .068 for a spacing of three diameters at a = 
52.5 deg, as can be seen in Fig. 10(a). At all spacings the lock-
on effect was much more dramatic than in Fig. 8. It very clearly 
occurred at a = 67.5 deg at the three and four diameter spacings 
(Figs. 10(a) and W(b), and at a = 75 deg for the five and 
six diameter spacings (Figs. 10(c) and lO(rf)). With the long 
and short cylinders reversed (Fig. 11) no lock-on occurred at 
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Fig. 9 Strouhal number for two cylinders {L/D = 2.67 in front of L/D = 
8) as a function of approach angle at spacings of (a) three diameters, 
(fa) four diameters, (c) five diameters, {d) six diameters 
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Fig. 10 Stroulial number for two cylinders [L/D = 10.67 in front of L/D 
= 2.67) as a function of approacli angle at spacings of (a) tliree diame
ters, (b) four diameters, (c) five diameters, (d) six diameters 

any spacing. At three diameters the short cylinder exhibited a 
higher shedding frequency only in the range 35 deg < a < 70 
deg, while Fig. 9(a) shows that from 20 deg < a == 80 deg it 
generated that biassed gap flow effect. The shorter cylinder has 
virtually no effect on the longer one at a distance of four diame
ters (Fig. 11(b)), whereas in Fig. 9, some effect is seen to 
persist up to five diameters away. 
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Fig. 11 Strouliai number for two cylinders [L/D = 2.67 In front of L/D 
= 10.67) as a function of approacli angle at spacings of (a) three diame
ters, (b) four diameters, (c) five diameters, (d) six diameters 

4 Conclusion 

The series of experiments described above has focussed on 
the effect of finite cylinder size on interference between two 
cylinders at all angles to one another within a six diameter 
spacing. A number of conclusions can be arrived at based on 
these results: 

1. Solitary finite cylinders exhibit some organized vortex 
shedding at aspect ratios even below L/D = 1. The three dimen
sional structure of the wake flow appears to change between 
2.67 s L/D s 4.67, probably due to the downward end flow 
interfering in the wake flow in that range, while at lower aspect 
ratios the base horseshoe vortex controls the wake size. 

2. A very identifiable low frequency tip vortex is measur
able for aspect ratios greater than 6, and the frequency remains 
constant regardless of aspect ratio. For most aspect ratios the 
Karman vortex street extends about 60 percent up the cylinder 
span. 

3. The greater the divergence in aspect ratios of two cylin
ders, the greater the maximum difference in their shedding fre
quencies, which occurs around a = 60 deg, just before lock-
on. The variation in Strouhal number with angle and relative 
distance is consistent with the supposition that a "wake dis
placement" is taking place in the flow between the cylinders. 

4. An identifiable lock-on region occurs when a longer finite 
cylinder is upstream of a shorter one; when their relative posi
tions are reversed, no lock-on occurs. 
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Computation of Vortex Locl(-ln 
in the Laminar Wal(e of a 
Circular Cylinder Using 
Unsteady HAonopole Sources 
The vortex lock-in in the laminar wake behind a circular cylinder induced by the 
unsteady monopole source is numerically simulated in this paper. The artificial com
pressibility method is employed to solve the incompressible Navier-Stokes equations. 
A high-order accurate upwind flux-difference finite-volume scheme is used to dis-
cretize the flow field. The unsteady monopole source is simulated by a pulsating 
volume flux through the cylinder surface at a prescribed forcing frequency and am
plitude. The forcing amplitude is set to a fixed value while the frequency is varied 
to search for the lock-in region. The flow field of the periodic lock-in state is ex
amined in detail. Finally, the effects of a higher amplitude and a different source 
location are briefly investigated. 

Introduction 

It is well known that Karman vortex streets are formed in 
the wake behind a circular cylinder when the Reynolds number 
is above 60. When the flow is under some form of unsteady 
disturbances, e.g., when a periodic component is superim
posed upon the incident mean flow, or when the cylinder is 
vibrating or rotating, the vortex shedding frequency may be 
modified or shifted from its natural shedding frequency to the 
forcing frequency of the disturbances. This phenomenon of 
vortex shedding resonance, or lock-in, is the subject of many 
past studies, e.g., see Bearman (1984) and Griffin and Hall 
(1991) for references. It provides a potential means for active 
control of the bluff body wake flow, which has numerous prac
tical engineering applications. 

The application of sound field is also capable of achieving 
vortex lock-in. However, there are very few reported studies 
of the effect of sound. Blevins (1985) demonstrated the vortex 
lock-in in the turbulent wake behind a circular cylinder using 
sound field generated by the loudspeakers mounted on the wind 
tunnel wall. He observed that the vortex lock-in was induced 
by the velocity fluctuation rather than the pressure fluctuation. 
Hsiao and Shyu (1991) applied the sound wave emanating from 
a slot on the cylinder surface to influence the flow field. They 
observed that the vortex shedding frequency is shifted when 
the forcing frequency matches the shear-layer instability fre
quency. They also concluded that the most effective forcing 
location is around the separation point. As for the numerical 
simulation, there is no reported study of vortex lock-in by 
acoustic excitation known to the authors. Numerical studies 
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on vortex lock-in using other forms of excitation are also very 
rare. One example is by Kamiadakis and Triantafyllou (1989), 
who numerically applied a small spatially and temporally vary
ing periodic disturbance into the near-wake of the cylinder. 
The disturbance is analogous to a vibrating wire with the ap
propriate frequency and amplitude. Another example is by 
Chang and Sa (1992), who computed the vortex shedding pat
terns from a circular cylinder oscillating in streamwise direc
tion. 

Mathematically, the monopole type acoustic source can be 
modelled by a localized volumetric pulsation that drives the 
fluid around it. Numerically, this can be achieved by speci
fying the volume flux through the computational cell face at 
a prescribed frequency and amplitude. The pressure fluctua
tion, or acoustic radiation, from the source is a consequence 
of the change in velocity field dictated by the volume flux. In 
this study, this type of monopole source is numerically sim
ulated and applied to achieve the vortex lock-in in the laminar 
wake of a circular cylinder. The incompressible Navier-Stokes 
equations are solved by the artificial compressibility method 
(Chorin, 1967) and a high-order accurate upwind finite-vol
ume discretization (Pan and Chakravarthy, 1989; Pan and 
Chang, 1993). The divergence-free condition, and hence the 
time accurate solution is assured by subiterations at every time 
step. The transpired wall boundary condition with a specified 
normal volume flux is used to simulate the monopole source 
placed on the wall. The wall pressure is then solved from the 
momentum equation normal to the wall. To validate this mod
eling of monopole source, the monopole radiation over a finite 
flat plate in an incompressible flow is computed and compared 
with the analytical solution (Lu and Huang, 1992). Then the 
monopole source is placed on a circular cylinder and applied 
to influence the laminar vortex shedding at a Reynolds number 
of 100. The forcing frequency is varied from half to twice the 
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natural vortex shedding frequency, while the amplitude is kept 
constant and the location fixed. The data are recorded and pro
cessed by the Fast Fourier Transformation (FFT) to analyze 
the frequency response. The flow field of the periodic lock-in 
state is examined in detail. Finally, the effects of a higher am
plitude and a different source location are investigated briefly. 

Governing Equations and Finite-Volume 
Discretization 

The integral form of conservation laws can be written as: 

— I I Qdil + 0) F • A dS = 0 (1) 

where T is the nondimensional time; il is the domain of in
terest; S is the boundary surrounding fi; A is the unit normal 
of 5 in outward direction; Q is the vector of conserved vari
ables, and F is the vector of flux functions through 5. With 
the aid of artificial compressibility, the incompressible Q and 
F are given as: 

Re F = F'-:f-F''= / - - r i+ / Re 

1 

Re 
g J 

p 
u 
V 

- -

, / ' = 

pu 
uu + p 

uv 
, 8' = 

/3v 
uv 

vv + p 
, r 

- - 1 r - - 1 

0 

Vx 

, g'= 
0 
Uy (2) 

where the superscripts / and V denote the inviscid and viscous 
fluxes; i and j are the unit vectors in x and y direction; u and 
V are the velocity components normalized by reference speed 
i/ref; P is the pressure normalized as (p - Pref)/(pref£ r̂ef); Re 
is the Reynolds number; p is the artificial compressibility; u^, 
Uy, Vx, and Vy are the first derivatives of the velocity compo
nents. The semi-discrete form of Eq. (1) on a structured mesh 
can be written as: 

dT 
(Qj.icVjJ = -{AjF" + A.F") = -RHj J.k 

(•). 4;(") — (•)y+i/2,* ~ (')j-i/2.k> Aii(-) — (Oj.i+i/a VJj,k-i/2 
FM+i/2 = (F 'A4%t+,/2 (3) 

where j and k are the indices denoting the cell center of the 
computational cell;; ± 1 / 2 and k± \/2 denote the cell faces 
of cell {j, k); Qjk is the averaged conserved variables stored 
at the cell center; V,,̂  is the cell volume; and FJ3t+i/2 is the 
numerical fluxes through the cell-face A5;,t+i/2. 

The inviscid numerical fluxes at a cell-face m+ 1/2 is given 
by an upwind flux-difference formulation based on Roe's ap
proximate Riemann solver (Roe, 1981): 

F'„^,/2 = 1/2 [F'(e:+i/2) + F\Q-^„2) 

- \A\ ( G : + , / 2 - G ; + , / 2 ) ] 

\A\ = R\A\L (4) 

where Qm+i/i and Qm+i/i are jhe reconstructed right and left 
states of cell-face m + 1/2; A is the flux Jacobian evaluated 
by Roe's average state; R, L and A are the eigenvector ma
trices and eigenvalue matrix of A. It is known that for incom
pressible flows, Roe's average state is just the simple average 
of C*" and Q". A special reconstruction formulation for Q^ 
and Q~ (Chakravarthy and Osher, 1985) is chosen in this paper 
which yields a third-order accurate scheme for the linear model 
problems. To prevent the possible numerical oscillation caused 
by the application of monopole sources, a total variation di
minishing (TVD) slope limiter is applied to the reconstructed 
g* and Q' whenever necessary. 

To evaluate the viscous numerical fluxes, it is necessary to 
compute the velocity gradient at the cell face. This can be done 
using Gauss theorem: 

Ve = — 9 QfidS 
An JsA 

(5) 

where dA is a chosen integration path and An is the area en
closed by dA. For each cell face, two triangular integration 
paths containing the cell face can be made by connecting the 
two end vertices and the two neighboring cell centers. The 
variable values at the end vertices can be obtained by a dis
tance-weighted interpolation of the surrounding cell-center 
values. Each triangular integration path can then be used to 
estimate a velocity gradient using Eq. (5). Finally the velocity 
gradient at the middle of the cell face can be obtained by an 
area-weighted average of the two gradients just estimated. As
suming accurate variable values at the end vertices, the above 
procedure yields a second-order accurate gradient estimation 
on a parallelogram mesh, but is only first-order on a general 
mesh. 

Time Discretization 

Neglecting the index 0',^) for simplicity, an implicit time 
discretization of Eq. (3) can be written as: 

^RH^ ^, v_ 

AT 
+ I^RW + (/ - /„)/?//" \ = RHS 

/rf = diag(0, 1, 1), /„ = d i a g ( l , a , a) (6) 

where AT is the time step; n is the time index; s is the sub-
iteration index; / is the identity matrix; /^ is a diagonal matrix 
that is necessary to obtain divergence free condition at each 
time step; /„ is a diagonal matrix that specifies the time inte
gration method; and a determines the order of time accuracy. 
It is the first-order Euler impKcit method for a = 1, and sec
ond-order Trapezoidal rule for a = 1/2. When the RHS is 
subiterated to zero, Q'^^ approaches the time accurate 2"^ ' . 
Equation (6) is to be inverted by various relaxation methods. 
The diagonal form of the Approximate Factorization scheme 
(Pulliam and Chaussee, 1981) is used in this study. 

Boundary Conditions 

The characteristic boundary treatment is natural for the far 
field open boundaries. When the contravariant velocity U rel
ative to the boundary face is positive, there are two positive 
eigenvalues, U and U + c, where c is the artificial speed of 
sound, carrying information from upstream. There is one neg
ative eigenvalue, U - c, carrying information from down
stream. In matrix form, the linearized characteristic-like equa
tion for this boundary can be written as 

hihihi 
hxhihi 
hxhihi 

P 
u 
V 

= 

BC 

UnP + hlU "t" 'l3V)downBtream 

ihlP + '22« + ^23V)„pstreiun 

( 4 l P + hlU + /33V)upsiream 

(7) 

where Ts are the elements of the left eigenvector matrix whose 
eigenvalues are arranged in ascending order, that is, U - c, 
U and U + c. K similar equation can be formulated for the 
boundary face where the contravariant velocity is negative. 
Equations (7) provides satisfactory nonreflecting treatment for 
the far field boundaries (Pan and Chakravarthy, 1989; Pan and 
Chang, 1993). 

For a viscous wall, the no-slip condition is applied. With a 
monopole source on the wall, the tangential velocity v, is ex-
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trapolated from flow interior while the normal velocity v„ is 
set by the volume flux Q of the source as 

0, no source 
with monopole 

(8) 

where ^S is the surface area of the source cell. An unsteady 
monopole source is given by 

e = e , sinar) (9) 

where T is the nondimensional time, /<. the forcing frequency 
and Qc the forcing amplitude. In practice, Q^ is smoothly dis
tributed over several cells to reduce the theoretical singularity 
at the center of the source. The velocity component on the wall 
can then be obtained by 

(10) 

where n̂  and n̂  are the components of the wall unit normal. 
After knowing the velocity, the wall pressure is solved from 
the momentum equation normal to the wall. Specifically, the 
following equation is applied to the first cell above the wall: 

0+l/2,l).0.3/2) 

'V.1/2-
a(vv);,, 

dT + 
-l/2,l),0-,l/2) 

v(v • AS) 

+ piLS 
Re 

V(v) • AS = 0 (11) 

where k = 1/2 represents the wall. The summation operation 
is done over the four cell faces of the boundary cell. Using 
the last pass values for variables with k ¥' 1/2, and the wall 
velocity components just obtained, the above equation can be 
solved explicitly for the pressure at wall Pi,i/2- The time ac
curacy of Eq. (11) is only first order. 

Computational Results 

I Monopole Radiation Over a Finite Flat Plate in an 
Incompressibie Flow. This is a test problem for the simu
lation of monopole acoustic source placed at the center on the 
upper surface of a finite flat plate in an inviscid incompressible 
flow. The analytical solution is obtained by Lu and Huang 
(1992). The plate is located at - 1 < jr < 1, )> = 0, and the 
computational domain is - 5 s jc < 20, - 5 s 3; s - 5 . A 110 
X 60 grid with clustering near both plate ends and the center 
is used for the computation. The volume flow rate is chosen 
with fie = 2 X 10"' and/s = 1.05. Here Qc is distributed over 
four cells covering -0.032 s jc s 0.032 with weighting 1/6, 
1/3, 1/3, and 1/6. The artificial compressibility coefficient 
j8 is set to 10. The first-order Euler implicit method is used 
for time integration and about 410 time steps is taken for one 
cycle of radiation. Five to six subiterations are needed to drop 
the residual at each time step to less than 5 x 10"' in single 
precision. Figures 1(a) and \{b) show the computed lift and 
moment coefficient, respectively. Excellent agreement with the 
analytical solution is obtained. The vorticity integral at posi
tion X in the wake is defined as 

y{x) = iV xydy (12) 

where the integration is done over the entire y axis. Figure 1(c) 
shows the computed distribution of y{x) along the wake. The 
comparison with analytical solution is satisfactory with some 
deterioration in the far wake. Analytically, the generation of 
vorticity in this irrotational flow is caused by the enforcement 
of the artificial Kutta condition at the trailing edge. The pres
ent numerical simulation, however, solves the incompressible 
Euler equations which does not explicitly enforce the Kutta 
condition. These test results clearly validated the modelling of 
the unsteady monopole source used in this study. 
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Fig. 1 Time history of (a) lift coefficient d . and (b) moment coefficient 
Cm, (c) distribution of vorticity Integral y along the wake, inviscid In
compressible flow over a flat plate with monopole radiation at the cen
ter of the upper surface, symbols: computed, lines: analytical (Lu and 
Huang, 1992) 
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Fig. 2 Time mean drag coefficient at various Reynolds numbers, flow 
over a circular cylinder, Re = 100, symbols: computed, line: experiment 
(Jayaweera and Mason, 1965) 

II Laminar Flow Over a Stationary Circular Cylin
der. A two-zone grid is used to compute the laminar flow 
over a circular cylinder. The first zone grid wraps around the 
cylinder using 83 points and extends 10 diameters radially us
ing 60 points. The 36 x 25 second zone patches the down
stream side of the outer boundary of the first zone and extends 
another 10 diameters downstream to capture the wake flow 
better. The artificial compressibility coefficient j8 is set to 10. 
The Reynolds number based on the diameter and the free stream 
conditions is varied from 1 to 200. Figure 2 shows the com
puted time mean drag coefficient at various Reynolds number. 
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Fig. 3 Time curves of the lift coefficient Ci and their FFT spectrums, 
flow over a circular cylinder excited by monopole sources on the sur
face, Re = 100, (a) 1, = 0.67 /„, (6) f. = 0.9 C„, (c) 1. = 1.5 f„, (d) f. = 
1.9 f„ 

The comparison with the experiment by Jayaweera and Mason 
(1965) is satisfactory. 

For the case of Reynolds number 100, the first-order Euler 
implicit method is used for time integration and 570 steps is 
taken for one cycle of vortex shedding. The reduced frequency 
of the vortex shedding/„, or Strouhal number, estimated from 
the lift coefficient is 0.162. This compares well with William
son (1989) that gives/„ = 0.161 at Reynolds number 101. The 
computed lift coefficient Q oscillates around zero with an am
plitude ACL of 0.64. The time mean drag coefficient Q is 1.356. 
The separation point on the upper shoulder of the cylinder os
cillates between 114.5 ^ ^ s 119.4 deg. To examine the time 
accuracy of the solution, the second-order Trapezoidal rule is 
also used. With Trapezoidal rule, ACL is 0.68, Q is 1.38, 
Strouhal number is 0.163 and the separation point on the upper 
shoulder of the cylinder oscillates between 114.3 s ^ s 120.2 
deg. Since the main interest of this study is the frequency re
sponse of the flow, the less expensive Euler implicit method 
is chosen for the rest of this study. 

Ill Effects of Monopole Source Placed on the Cylinder 
Surface. For the case of ReynoliSs number 100, a arbitrary 
instant in the periodic solution just computed is taken as the 
initial condition. The unsteady monopole source described by 
Eq. (9) is applied thereafter to influence the vortex shedding 
of the laminar wake. The transpired wall boundary condition 
is enforced on the cylinder for 108.7 < ^ < 123.4 deg which 
covers the region of separation point of the unforced case. The 
volume flux is distributed over the five-cell source with 
weighting 0.105, 0.22^0.35, 0.22 and 0.105. The amplitude 
is set to Qc = 6.4 X lO""* and the forcing frequency/ is varied. 
The goal is to see whether the application of unsteady mono-
pole sources can induce vortex lock-in. No attempt is made to 
identify the exact lock-in boundaries. 

Figure 3 shows the lift curves and their FFT spectrums in 
log scale for/.//„ = 2/3, 0.9, 3/2 and 1.9. For/, = 0.9/,, 
one dominant peak a t / and two weak peaks at the multiples 
offe are seen, indicating that the vortex shedding frequency is 
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Fig. 4 Occurrences of f, and f„ In FFT spectrum at different forcing 
frequencies, flow over a circular cylinder excited by monopole sources 
on the surface. Re = 100 
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Fig. 5 Time mean drag coefficient C^ verses forcing frequency f„ flow 
over a circular cylinder excited by monopole sources on the surface, 
Re = 100 

shifted to the forcing frequency. This is the characteristic of 
a periodic lock-in state. For the other three cases, the FFT 
spectrum contains a dominant peak at/,, a weak peak a t / and 
those peaks due to the nonlinear wave interactions between/ 
and/. For these cases, the vortex shedding remains its natural 
shedding frequency, indicating non-lock-in states. Figure 4 
summarizes the occurrences of/ and/„ in the FFT spectrum 
at different forcing frequencies. Roughly for 0.85/„ s / < 
1.10/,, only one major peak is seen at/,, and no peak a t / 
is recorded. This roughly estimated lock-in region is indicated 
by the dashed lines. Outside this region, the peak at/„ becomes 
dominant and coexists with the minor peak a t / . The peak at 
/ becomes relatively weaker as it is moved further away from 

Figure 5 shows the computed time mean drag coefficient at 
various forcing frequencies. The average drag has a local max
imum inside the lock-in region, and a local minimum outside. 
Note that the drag is generally higher than the unforced case 
for/ , / / 2 1. Figure 6 shows the time mean surface pressure 
coefficient Cp distributions for the unforced case and three lock-
in frequencies, namely,///„ = 0.9, 1.0 and 1.08. For the two 
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Fig. 6 Time mean surface pressure coefficient Cp for tliree iocl(-in fre
quencies, flow over a circular cylinder excited by monopole sources 
on tiie surface. Re = 100 

higher forcing frequencies, the surface pressure is lower than 
the unforced case on the entire downstream half of the cyl
inder. For/f = 0.9/„, the surface pressure is lower than the 
unforced case only in the region upstream of and on the source 
cells. The sound pressure level (SPL) in dB is defined by SPL 
= 20 log(/7nns/Pref) whcfe p^^ is the root mean square of the 
fluctuating pressure and p f̂ = 2 x 10"' N/m^. For all the 
cases shown in Fig. 5, the highest SPL measured on the cyl
inder surface locates at the middle of source cells, and is al
ways lower than 100 dB. 

Figure 7 shows the variation in ^ of the location of zero 
stress points on the cylinder surface for the same three lock-
in frequencies. They are compared with the period of the 
monopole volume flux Q. The point of zero stress can be either 
a separation point or an attachment point. The diamond sym
bols represent the attachment point oscillating around the 
downstream tip of the cylinder. The triangle symbols close to 
^ = 240 deg indicate the separation point on the lower half 
of the cylinder. The triangle symbols just upstream and down
stream of the source location appear only when the volume 
flow is positive. In other words, streamlines close to the source 
cells lift off when the source is blowing into the flow. Note 
that the center of the source cells is also a point of zero stress, 
but it is not shown in Fig. 7. 

Although it is hard to identify the precise moment of the 
genesis and the shedding of the separation vortex, a rough de
scription of the vortex shedding period is still possible. Re
ferring to Fig. 7, as the attachment point moves away from its 
minimum '^ position, the upper separation vortex grows big
ger. As the attachment point reaches the maximum '^ position 
and reverses its direction, the upper separation vortex sheds 
from the surface and moves downstream. In the mean time the 
separation vortex on the lower surface starts to grow. Simi
larly, as the attachment point moves away its maximum V 
position, the lower separation vortex grows bigger. As the at
tachment point reaches its minimum ^ position and reverses 
its direction, the lower separation vortex sheds from the sur
face and moves downstream. In the mean time the upper sep
aration vortex starts to grow. This completes the vortex shed
ding process. The process is not symmetric when there is 
asymmetric excitation, as can be seen from Fig. 7. 

Figure 7 also indicates that in the lock-in region, the phase 
of the vortex shedding process with respect to the period of 
the monopole is a function of the forcing frequency. For/, = 
0.9/„, the attachment point reaches its maximum ^ position 
when Q is negative. This means that the upper separation vor-
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Fig. 8 Time curves of tiie drag coefficient C^ under two different Initial 
conditions, flow over a circular cylinder excited by monopole sources 
on the surface, Re = 100, f, = 0.9 f„ 

tex sheds off when the source is in its suction stage. For/^ = 
1.08/„, on the other hand, the attachment point reaches it max
imum ^ position when Q is positive. This means that the up
per separation vortex sheds off when the source is blowing into 
the stream. For/^ = /„, the phase of the vortex shedding is 
roughly between the other two frequencies. To examine more 
about this phase relationship, two different initial conditions 
are arbitrarily chosen from the periodic solution computed in 
Section II, and the/ ,̂ = 0.9/„ forcing is applied. Figure 8 shows 
the computed drag coefficients. The two drag curves coincide 
after a transient period, indicating that the final lock-in state 
is independent of the initial conditions. 

Figure 9 shows for f^ = 0.9/„ the instantaneous stream 
function contours and the surface Cp distributions at 7 instants 
marked in Fig. 7. It is seen that the pressure fluctuation is 
more pronounced upstream of and on the source cells. At some 
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Fig. 9 Instantaneous stream function contours and surface Cp distri
butions at 7 Instants (marked In Fig. 7) In one forcing period, flow over 
a circular cylinder excited by monopole sources on the surface. Re = 
100, f, = 0.9 /„; line: Instantaneous value, dashes: time mean value 

instant between Figs. 9(d) and 9(e) the attachment point of the 
upper separation vortex reaches its maximum ^ position and 
the lower separation starts to grow. At some instant between 
Figs. 9(j) and 9(k), the attachment point of the lower sepa
ration vortex reaches its maximum ^ position and the upper 
separation starts to grow. This is consistent with the previous 
description of the vortex shedding period. 

To investigate the effect of a higher amplitude, sample cal
culations are done with Qc increased to 1.5 times its original 
value. It is found that the lock-in state develops at/^ = 0.8/„. 
This confirms the known fact that the lock-in region widens 
when the forcing amplitude is increased. To show the effect 
of a different source location, calculations are done with orig
inal Qc and/e = 0.9/„ for source cells located at (a) 120.0 s 
^ < 137.14 deg and (b) 137.14 < if < 154.29 deg. Note 
that due to the grid density variation, the actual angle A^ cov
ered by the source cells has increased to 17,1 deg. Figure 10 
shows the lift coefficients and their FFT spectrums. The lock-
in state develops in Fig. 10(a) but not in 10(b). Remember 
that the separation point of the unforced case covers 114.5 s 
^ < 119.4 deg. It is evident that for a fixed amplitude, the 
applied forcing is less effective and may be ineffective to gen
erate lock-in when it is placed further away from the separation 
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Fig. 10 Time curves of the lift coefficient C,, and their FFT spectrums 
for different source locations, flow over a circular cylinder excited by 
monopole sources on the surface. Re = 100, f, = 0.9 f„, (a) 120.0 s 9 
s 137.14 deg and (b) 137.14 ^9s 154.29 deg 

point. This is similar to the conclusion indicated by Hsiao and 
Shyu (1991), who applied the internal acoustic excitation to 
influence the cylinder wake flow and concluded that the most 
effective farcing location is around the separation point. A more 
detailed investigation of the effects of the source amplitude, 
the source location and Reynolds number is currently in prog
ress. 

Conclusions 

The vortex lock-in in the laminar wake behind a circular 
cylinder induced by unsteady monopole sources is numerically 
simulated in this paper. The incompressible Navier-Stokes 
equations are solved by the artificial compressibility method 
and an upwind finite volume discretization. The transpired wall 
boundary condition is used to model the unsteady monopole 
source placed on the wall. The technique is validated by the 
computation of the monopole radiation over a finite flat plate 
in an inviscid incompressible flow. Then the monopole sources 
are placed on the circular cylinder at a Reynolds number of 
100. With a fixed amplitude, lock-in states are obtained for a 
range of forcing frequencies which brackets the natural shed
ding frequency. In this lock-in region, the phase of the vortex 
shedding about the period of the monopole source is a function 
of the forcing frequency, and is independent of the initial con
dition. This lock-in region widens when the forcing amplitude 
is increased. It is also demonstrated that for a fixed amplitude, 
the applied forcing is less effective and may be ineffective to 
generate lock-in when it is placed further away from the sep
aration point. 
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Application of Turbulence 
Models to Separated Flow Over 
Rough Surfaces 
Principal results of classical experiments on the effects of sandgrain roughness are 
briefly reviewed, along with various models that have been proposed to account for 
these effects in numerical solutions of the fluid-flow equations. Two models that 
resolve the near-wall flow are applied to the flow in a two-dimensional, rough-wall 
channel. Comparisons with analytical results embodied in the well-known Moody 
diagram show that the k-w model of Wilcox performs remarkably well over a wide 
range of roughness values, while a modified two-layer k-e based model requires 
further refinement. The k-w model is applied to water flow over a fixed sand dune 
for which extensive experimental data are available. The solutions are found to be 
in agreement with data, including the flow in the separation eddy and its recovery 
after reattachment. The results suggest that this modeling approach may be extended 
to other types of surface roughness, and to more complex flows. 

1 Introduction 
Fluid flow over a rough surface occurs in diverse situations, 

including atmospheric wind over terrain of varying roughness 
and water flow over a river bed in the natural environment, and 
flow past man-made surfaces, such as those of airplanes, ships, 
turbomachinery, heat exchangers, and piping systems, to name 
only a few. Surface roughness affects, in addition to the flow 
itself, the transport of heat and mass in the atmosphere, and 
transport of sediment in rivers. In other appUcations, it affects 
resistance (or drag) and heat transfer. In all cases, the principal 
effect of roughness is a change in the velocity and turbulence 
distributions near the surface. As the type and relative size of 
roughness varies widely from one application to another, it 
might be expected that the problem of determining the effect 
of roughness in these diverse fields of fluids engineering would 
be treated in different ways. While a cursory review of the 
literature in each of these fields might suggest just such a situa
tion, in reality, all of these fields rely on an empirical framework 
and a rather narrow database, both of which were established 
from observations in what are now regarded as classical experi
ments in pipes and boundary layers. Subsequent experiments 
and correlations have sought to relate different types of 
roughness in different fields to the results of these classical 
experiments. Thus, for example, there is considerable work 
which attempts to relate the regular roughness geometries used 
for heat-transfer enhancement, and similarly, corrosion and 
fouling roughness encountered in ships, to sandgrain roughness 
employed in the classical experiments. Similar efforts have been 
made with respect to terrain roughness in atmospheric boundary 
layers, and bed-form and gravel roughness in hydraulics. 

In spite of the advances made in recent years to calculate 
very complex flows by methods of computational fluid dynam
ics (CFD), little progress has been made in the modeling of flow 
near rough surfaces. With few exceptions, surface roughness is 
treated by the so-called wall-function method in which numeri
cal solution of the flow near the wall is avoided altogether by 
assuming that the local velocity distribution is given by the 
classical semi-logarithmic law of the wall for rough surfaces. 
Recent work on smooth walls, on the other hand, leads to the 

conclusion that the wall-function approach must be abandoned 
in favor of near-wall turbulence models because the law of the 
wall does not apply in flows with strong pressure gradients and 
separation (see, for example, the recent study of the flow in a 
channel with a smooth sinusoidally wavy wall by Patel et al., 
1991). This paper is concerned with alternatives to the wall-
functions approach for flow over rough surfaces. These alterna
tives involve modifications or extensions of existing turbulence 
models to describe the flow near a rough surface. 

In this paper, the various approaches to modehng the effect 
of roughness are briefly reviewed. This suggested that, at the 
present time, the most promising approach to model the flow 
in the neighborhood of rough walls lies in extension of the so-
called two-equation turbulence models that have found exten
sive applications in flows over smooth surfaces. Two such mod
els, namely, the two-layer k-e model of Chen and Patel (1988) 
and the k-uj model of Wilcox (1993), are apphed to the flow 
in a two-dimensional, rough-wall channel. Comparisons with 
analytical results embodied in the well-known Moody diagrams 
revealed that the k-u model of Wilcox performs remarkably 
well over a wide range of roughness values while the k-e based 
model requires further refinement. The k-uj model is applied to 
water flow over a sand dune for which extensive experimental 
data have been obtained by Mierlo and de Ruiter (1988). The 
solutions are found to be in agreement with the data in most 
important respects. 

2 Some Classical Results 
The early work of Nikuradse (1933) with densely-packed 

uniform sandgrain roughness, Schlichting (1936) with distrib
uted roughness elements, Hama (1954), aided by Sarpkaya, 
with wire-mesh roughness, and Moore (1951) with regularly 
spaced transverse ribs, established experimental results that are 
described in most fluid mechanics textbooks and are still in use 
today. The principal result, obtained from experiments in pipes, 
and closed and open channels, is that the velocity distribution 
near a rough wall, when plotted in the semi-logarithmic form 
of the law of the wall, has the same slope (giving the same 
Karman constant, /c) as on a smooth wall, but different inter
cepts (additive constant, B): 
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M+ = - I n y * + S - AS (1) 

where M"̂  = Ulur, y"^ = u^ylv, the wall, and u^ is the friction 
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velocity. The dependence of the shift Afi, also called the 
roughness function, on the type and size of roughness is a 
subject of considerable research and much uncertainty, as is the 
definition of the effective location of the wall, from which the 
distance y is measured and where the average velocity is zero. 

For sandgrain roughness, AS is found to be a function of 
kt (=Urks/i'), where k, is the height of the sandgrain. For 
nonuniform sand, such as that on a river bed, k^ is often taken 
as the median diameter (I>5o), although somewhat larger values 
are also used. The observed variation of AB with k* has led to 
classification of rough surfaces as follows: hydrodynamically 
smooth surface (k, < 5) , transitional roughness (5 < k^ < 
70), and fully-rough surface (ks > 70). Cebeci and Bradshaw 
(1977) suggest the following correlation of Nikuradse's data 

AB = 5 - 8.5 + i In kt 
K 

X sin {0.4258(ln kt - 0.811)) (2) 

for 2.25 s kf < 90, with B = 5.2 and K = 0.42. The formula 
of Nikuradse, without the sin term, is employed for kt > 90. 
Tani (1987) provides a very cogent review of boundary layers 
on rough surfaces, including a re-analysis of the data of Niku
radse and others. 

For roughness other than sandgrain, AB depends on parame
ters that describe the roughness and, to a lesser extent, on the 
flow geometry. There is, at present, no theoretical way to predict 
AB for any particular roughness configuration. This is the so-
called roughness characterization problem. There have been 
numerous experiments conducted to determine AB, and the so-
called equivalent sandgrain roughness, for different types of 
roughness. For a given roughness type, however, a single 
length-scale parameter is usually not sufficient to characterize 
the roughness effect. 

3 Modeling of Flow Over Rough Surfaces 
There are several different levels at which models of 

roughness are made, apart from the classical analysis in which 
Eq. (1) is integrated to derive friction formulas for pipes (the 
Moody diagram), channels and fiat plates. Here, we summarize 
the various approaches. 

Rotta (1962) proposed a simple modification to the well 
known van Driest (1956) formula for mixing length to account 
for roughness: 

/+ = Kiy-" + Ay'*^)\ 1 - exp 
y'' + Ay^ 

(3) 

in which the shift in the wall coordinate, Ay"^, was expressed 
as a function of the equivalent sandgrain roughness parameter 
kt 

Ay+ = 0.9 •Jkt - kt exp kt_ 
6 

(4) 

Cebeci and Chang (1978) used this model with A'̂  as a 
function of pressure gradient. Equation (4) is a curve fit to the 
correlation of Rotta, and is valid for 4.535 < kt < 2000, with 
the lower limit corresponding to the upper bound of hydrau-
lically-smooth surfaces. The model of Rotta, along with several 
other that have been suggested, were reviewed by Granville 
(1985) to relate the damping function A ^, and the distributions 
of mixing length and eddy viscosity, to the roughness function 
AB of Eq. (1). In a later paper, Granville (1988) extended this 
analysis of the wall region to flat-plate boundary layers on 
smooth and rough surfaces. The earlier work of Cebeci and 
Chang (1978) may, in some respects, be regarded as an applica
tion of Granville's version of the van Driest-Rotta mixing-
length model. In a recent paper, Krogstad (1991) has suggested 

yet another version of the mixing-length model for sandgrain 
roughness. The various mixing-length models differ in the man
ner in which the effect of roughness is introduced, ranging from 
a shift in the wall distance (effectively specifying a nonzero 
mixing length at the wall) to introduction of roughness depen
dent damping functions in formulas of the van Driest type. Once 
the mixing-length distribution is prescribed, the Reynolds stress 
in the momentum equation is known in terms of the mean 
velocity and that equation can be solved, along with continuity, 
to determine the flow development. However, these models 
cannot be generalized to apply to flows involving separation, 
and to three-dimensional flows. 

The second approach to modeling wall roughness is to ac
count for it indirectly by recognizing its effect on the flow at 
some distance from the wall. This is the so-called wall-function 
approach. In this approach, the equations of continuity and 
momentum, along with turbulence-model equations are solved 
only in the region y*' > yti, and all boundary conditions are 
specified at a point y^, usually chosen to lie in the logarithmic 
region, where Eq. (1) applies. The boundary conditions needed 
to solve the equations depend on the turbulence model that is 
employed. In the k-e model, for example, it is necessary to 
prescribe, in addition to the velocity components, the values of 
k and e at yt,- Following the practice for smooth surfaces, these 
are deduced by assuming that the turbulence is in local equilib
rium. The wall functions most commonly used are 

1 u^ u^ 
« + = - l n ( £ y + ); k = -!^; e = - ^ 

K VC„ Ky 

(5) 

where E = exp [K(B — AB)} and AS depends on kt. As the 
wall-function approach relies on the law of the wall (1), it is 
also not suitable for separated flows and it cannot be readily 
extended to three-dimensional flows without further assump
tions. 

Yet another way to account for surface roughness, especially 
roughness introduced by a regular array of discrete three-dimen
sional elements, such as cones or spheres, is to introduce a form 
drag term into the momentum equation and take into account 
the blockage effect of the roughness elements on the flow. 
Among such approaches are those of Christoph and Fletcher 
(1983), who added a sink term to the momentum equation for 
the form drag and employed a variant of the mixing-length 
model including roughness effect to investigate the influence 
of discrete roughness elements on skin friction and heat transfer 
in compressible flows, and Taylor et al. (1985), who modified 
the continuity and momentum equations to account for the 
blockage effect of the roughness array, added a form drag term 
to the momentum equations, and employed the standard smooth-
wall mixing-length formula of van Driest, An advantage of the 
discrete element model is that it attempts to make a direct 
connection between the roughness geometry (size, shape, distri
bution, etc.) and roughness effect, and does not rely on a single 
length scale (such as the equivalent sandgrain size kt) to char
acterize roughness. Such models are not immediately applicable 
to sandgrain or similar roughness. 

The last level of modeling considered involves modification 
of smooth-wall turbulence-model equations to treat rough walls. 
Mixing-length and eddy-viscosity models discussed in the pre
vious section also could be included in this category to the 
extent that they are sometimes used in combination with turbu
lence-model equations, as in the k-e model. On a somewhat 
different level, however, are models that explicitly account for 
roughness effects through additional terms in the turbulence-
model equations, or modifications in model constants or func
tions. 

A model that falls in this category is the k-oj model of Wilcox 
(1993), in which the same equations are employed for smooth 
and rough surfaces but the effect of roughness is accounted for 
through the boundary conditions at the wall. In this model, the 
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Reynolds stresses, 
via 

— M|Mj vA + — -
\ dxj dXi 

- - k6ii (6) 

and the eddy viscosity u, is related to the turbulent kinetic 
energy k and specific dissipation rate uiby v, = •y*k/oj, where 
y* is a constant, f/,- and «, are, respectively, the mean and 
fluctuating velocity components, and 6ij is the Kronecker delta. 
The quantities k and w are determined from the model equations: 

(7) 

dk dk_ 

dt ' dxj 

d 

dxj 

. . dk' 
{v + a*v,) — 

axj ^ 

duj doj 

~dt ''dXj 

- A 
dXj 

{v + 
axj _ 

du, 
— UiU, 

' dXj 

( — ^ ^ ' \ 
— UiUj 

\ ' dxj ) 

- (3*kw 

-0LJ' (8) 

where t is time, and the values of the various model constants 
are ^ = 3/40, P* = 0.09, y = 5/9, y* = 1, and a-= a* = 0.5. 

From an analysis of these equations in the near-wall region, 
Wilcox showed that, for rough surfaces, the wall boundary con
dition for the specific dissipation rate is ui = UISR/I/, in which 
5fi depends on k^ such that velocity distribution conforms with 
Eq. (1). For sandgrain roughness, he proposed 

SH = 
i5o/k:y 

lOO/kt 

kt < 25 

25 < kt ^ 400 
(9) 

dk ^ dk_^d_ 
dt ' dxj dxj 

dt ' dXj dxj 

-UiUJ, are related to the mean rates of strain is specified by e = P'^/l^, the eddy viscosity is obtained from 
f, = CJi^'Hit, and the length scales Ẑ  and 4 are prescribed 
to model the wall-damping effects in terms of the turbulence 
Reynolds number Ry { = -ikylv). This approach offers a 
very direct way to extend the k-e model to rough walls by 
modification Of the two prescribed length scales as follows: 

I, = Q(y + Ay)[l - exp - (i?, + A/?,)/A^] (12) 

h = C,{y + Ay)[l - exp - {R, + Ai?,)/A,] (13) 

where Ci = K : C ; ^ ' \ A, = 2C,, A^ = 70, /<: = 0.418, and AJR, 
= k^''^Ay/i'. The dependence of Ay on roughness is given by 
Eq. (4) . The boundary between the two layers is placed in the 
usual logarithmic region, where the eddy viscosity is much 
larger than the molecular viscosity, and the eddy viscosity is 
matched at that location. 

To summarize this section, it is noted that modeling of the 
flow near a rough surface, and particularly that between the 
logarithmic layer, for which empirical correlations exist, and 
the effective location of the wall, where the no-slip condition 
applies in some average sense, presents considerable difficulties. 
Such modeling has not received much attention particularly in 
the context of their application to complex flows with separation 
and reattachment, where the logarithmic law and the associated 
wall-function approach loses its validity. In the selection of a 
turbulence model for rough surfaces, two factors are critical: (a) 
the model should be capable of describing the three roughness 
regimes, and (b) it should be possible to apply the model to 
describe separated flows. In the following, we assess the k-tj 
model and the extended two-layer k-e model outlined above. 
For the present, discussion is restricted to sandgrain roughness 
for which the classical correlations based on the experiments 
of Nikuradse apply. 

4 Use of Rough-Wall Turbulence Models in Reyn
olds-Averaged Navier-Stokes Equations 

In principle, the turbulence models outlined in the last section 
may be employed in any numerical method that solves the 
Reynolds-averaged Navier-Stokes equations, or some reduced 
forms of those equations appropriate for specific applications. 
The full equations are required, however, for a general treatment 
of flows with separation. 

The numerical method used here is a derivative of that de
scribed in detail by Chen and Patel (1988), and employed 
by Richmond and Patel (1991). This method solves the full 
Reynolds-averaged Navier-Stokes equations in generalized, 
nonorthogonal coordinates. The momentum and turbulence 
transport equations are discretized using analytic solutions of 
the linearized equations. This approach does not lend itself to 
the usual order-of-accuracy analysis that is common to tradi
tional finite-difference methods based on Taylor expansions. 
However, a recent comparative study made by Sotiropoulos et 
al. (1994) for three-dimensional flows suggests that the accu
racy of the finite-analytic method is comparable with that of a 
second-order finite-difference method although the former tends 
to become first-order in the limit of infinite mesh aspect ratio. 
The pressure-velocity coupling is made through the continuity 
equation using the well-known SIMPLER algorithm. Although 
the numerical method solves the unsteady-flow equations in a 
time-marching scheme, the present work is confined to steady 
flows where time is used simply as an iteration parameter to 
seek the steady-state solution. 

The numerical method described in the references cited above 
was employed by Patel et al. (1991) to study the flow over 
smooth wavy walls, where the wave amplitude was varied to 
include flows with separation and reattachment. The grid-depen
dency of the method was extensively tested during the course 
of that study. Thus, the present work may be regarded as a 
natural extension of that study. 

In the ^-e model, Eq. (6) is retained but the eddy viscosity 
is related to the turbulence kinetic energy k and its rate of 
dissipation e by i/, = C^k^/e, and k and e are determined from 
the model equations 

1/ + 
CTk 

9fc 
9xj. 

UiU 
dUi 

' dxj 
(10) 

1/ + 
î , ^ de 

dXj 

^ e dUi 
+ Q i 7 -UiUj -— 

k \ dx: k 

in which the constants take the values C^ = 0.09, u* = 1.0, o-g 
= 1.3, C i = 1.44, and C,2 = 1.92. Comparison of Eqs. (7) 
and (10) shows that w = e/p*k and, therefore, it is possible 
to transform the w-equation into one for e, and vice versa. The 
resulting model equations are, of course, different. 

To the authors' knowledge, almost all applications of the 
more familiar k-e model to rough walls have employed the wall-
functions approach outlined above. On the other hand, a great 
deal of effort has been devoted to abandon the wall functions 
for smooth walls by using the so-called low-Reynolds-number 
or near-wall models, in which the model constants are replaced 
by functions, and additional terms are introduced in the e-equa-
tion. Patel et al. (1985) reviewed the various approaches and 
concluded that none was really suitable for describing the flow 
near a smooth wall. A few more near-wall models have ap
peared since that review but none has considered the possibility 
of including surface roughness. 

An alternative to the near-wall extensions of the k-e model 
is to use a two-layer approach in which the near-wall flow is 
resolved by a one-equation model and the flow beyond the wall 
layer by the standard two-equation model. In one such model, 
proposed by Chen and Patel (1988), e in the near-wall region 
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Fig. 1 Roughness function AS 

For the present study, the version of the numerical method 
employed by Patel et al. (1991) was further modified to apply 
space-periodic boundary conditions which are appropriate for 
fully-developed flows that are invariant in the streamwise direc
tion, or flows that are periodic in space. This resulted in a 
considerable saving of computer time and enabled a high grid 
concentration to be used in the solution domain. During the 
application of the method to rough walls, however, it was found 
that further grid refinement was needed in the near-wall region 
to obtain convergence and grid-independent solutions. This is 
presumably due to the increasing near-wall gradients of mean-
velocity components and turbulence parameters with increasing 
roughness. 

5 Flow in a Straight Rough-Wall Channel: The 
Moody Diagram 

Analysis of fully-developed turbulent flow in long, straight, 
round pipes and two-dimensional channels can be found in most 
fluid mechanics textbooks. In particular, integration of Eq. (1) 
leads to well-known logarithmic friction formulas that are em
bodied in the so-called Moody diagram. Numerical solutions of 
such simple flows are readily obtained with periodic boundary 
conditions applied in the streamwise direction. As a preliminary 
test of the two rough-wall turbulence models, calculations were 
made for a two-dimensional channel at a Reynolds number of 
10'', based on channel height H. For the highest roughness 
considered, as many as 159 grid points across one-half of the 
channel, with the first grid point placed at a distance of 10"* 
channel heights from the wall, were required to obtain con
verged and grid-independent solutions. To achieve convergence 
of the maximum residuals of pressure, velocity components, 
and turbulence parameters to with 10~', with a constant time 
step of O.I, some 750 steps or iterations were required. This 
took about 95 minutes of CPU time on a Apollo DN10000 
computer. The grid density quoted above may be compared 
with that used in the previous smooth-wall calculations of Patel 
et al. (1991), where only 49 points, with the first point at about 
10"' , were required to obtain similar level of convergence. 

It was found that, with the k-uj model solutions could be 
obtained for values of k^ much higher than the upper limit of 
400 originally suggested by Wilcox in Eq. (9). In case of the 
two-layer model, roughness heights in the range 4.535 < k^ < 
2000 were considered because Eq. (4) was designed for that 
range. 

The predictions with the two turbulence models were com
pared in several ways. The roughness function AS determined 
from the calculated velocity profiles is shown in Fig. 1 along 
with the correlation of Cebeci and Bradshaw (1977) of Niku-
radse's data, and Tani's (1987) re-evaluation of the same data. 

It is found that the k~uj model gives an almost perfect match 
with the empirical correlation for k^ as large as i C , much 
larger than the limit of 400 imposed by Wilcox. The two-layer 
k-e model, while providing the correct trends, underestimates 
the roughness effect, and the discrepancy appears to grow with 
increasing roughness. Not surprisingly, these observations were 
confirmed by comparison of the calculated friction coefficients 
with the analytically derived values. The friction coefficient 
predicted with the k-uj model was only 1.8 percent lower in the 
smooth channel, and 3.6 percent lower at the highest roughness, 
which, at the chosen Reynolds number corresponds to k,/H = 
0.1, the largest value shown in most Moody diagrams. While 
the two-layer k-e model yielded an almost identical result for 
the smooth channel, it predicted a friction coefficient that was 
almost 31 percent lower at the highest roughness tested (kt = 
1205, kJH = 0.02). As expected, these results were also re
flected in the predicted eddy-viscosity and turbulence-energy 
profiles, the two-layer model yielding much lower values than 
those predicted by the fc-w model. 

While the channel flow considered here is a rather simple 
case insofar as the numerical method is concerned, it is a very 
stringent and direct test of the underlying turbulence models 
especially because there are few, if any, uncertainties related to 
the numerical solutions. The results for this case suggest that 
the k-cj model reproduces, with quite remarkable accuracy, the 
well known effects of sandgrain roughness over a wide range 
of roughness size. The modifications made in the two-layer k-
e model, on the other hand, predict trends that are only qualita
tively correct. It appears that this model would require addi
tional tuning to bring it to the same level of performance as the 
k-Lj model. In view of this, only the fc-w model is employed in 
the next example. 

6 Flow Over a Sand Dune: Flow With Separation 
and Reattachment 

Consider clear water (without sediment) turbulent flow over 
a train of fixed, two-dimensional dunes, identical in size and 
shape. The channel is open and the flow is uniform (i.e., the 
bed slope is adjusted to achieve a constant water depth). This 
somewhat idealized arrangement enables direct application of 
the present numerical method to a single dune, with periodic 
boundary conditions, and comparisons with the recent experi
ments of Mierlo and de Ruiter (1988), briefly described below. 

The experiments were performed in a 55-m long, 1.5-m wide 
water flume. Some 33 identical, sand-plastered concrete dunes, 
of wavelength X = 1.6 m and height h = 0.08 m, were installed 
on the flume bottom. The dune profile is shown in Fig. 2. A 
layer of sandgrains of nearly uniform size (mean diameter, D^o 
= 1.6 mm, and standard deviation of 1.1) was glued over the 
concrete dunes. 

Experiments were performed with two water depths; the one 
with the higher depth (d - 0.292 m, designated as case T6) 
was chosen for the present calculations. For the present two-
dimensional flow calculations, the reference bulk velocity t/o 
was determined by integration of the measured velocity profile. 
The measurements were made with a two-component LDV 
some distance off the channel centerplane at 16 sti^eamwise 
sections along the 17th dune. The data include the longitudinal 
and vertical componentA.of mean velocity ( i / , V) and the three 
Reynolds stresses (M^, u^, MC) associated with the velocity fluc
tuations in these directions. The friction velocity (w )̂ and the 
wall shear stress (,T„ = pul/2) were recalculated at each mea
surement location along the dune following a procedure similar 
to Mierlo and de Ruiter, in which Eq. (1) , with k, = D50, 
was fitted to the measured velocity distribution in the near-wail 
region. As this method involves considerable uncertainty, the 
results will be shown with an error bar. The reanalysis was 
abandoned in regions where the uncertainty became unaccept
able. The recalculated experimental values gave k^ less than 
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Fig. 2 Dune profile of IMierlo and de Ruiter (1988) (all dimensions in mm, p is local slope) 

70 indicating a transitional roughness regime over the entire 
dune. The eddy viscosity (v,) was computed from its usual 
definition for two-dimensional flow: i/, = -ml{dUldy), which 
involves differentiation of the measured velocity data. These 
procedures need to be kept in mind when the experimental data 
are compared with the numerical solutions. 

6.1 Numerical Simulation. Calculations were performed 
for the dune geometry of Fig. 2 using only the fc-w model. The 
grid consisted of 82 streamwise points and 69 cross-stream 
points, with the first grid point from the bed at a distance of 
lO"*" (normalized by d) and that from the free surface at 10"" .̂ 
This distribution was determined on the basis of the calculations 
which were carried out for the channel flow over a range of 
roughness sizes. To apply the periodic boundary conditions on 
the upstream and downstream boundaries of the dune, it was 
extremely important to ensure that all coordinates, and the asso
ciated grid-generation functions, were properly matched at the 
upstream and downstream stations. The free surface was as
sumed to be flat and treated as a plane of symmetry. In other 
words, the calculations were made for one-half of a closed 
channel. The pressure distribution along the center of this chan
nel was then converted to a free-surface elevation assuming 
hydrostatic pressure variation in the normal direction. Along 
the dune bed, the usual no-slip conditions were applied to the 
velocity components and turbulent kinetic energy, and the value 
of uj was prescribed by Eq. (9). Finally, in the time-marching 
numerical method, the solution was started from a simple para
bolic mean velocity profile throughout, and iterated to a con
verged steady state. The manner in which these computations 
were performed make them completely predictive, i.e., only the 
boundary geometry, roughness and the Reynolds number are 
prescribed, with no reference made to the experimental data. 

• The Reynolds number based on the bulk velocity (i7o = 0.633 
m/s) and inlet depth {d = 0.292 m) for water at 18°C is 174,640. 
The calculations were made with the actual roughness k^ = D50 
{kjd = 0.0055). Calculations were also performed with other 
roughness heights but they are not of interest in the present 
context. 

6.2 Results: Pressure and Friction Distributions. An 
overview of the flow in the dune-bed channel in provided by 
Fig. 3. Figure 3(a) shows the locations of the 16 streamwise 
stations where LDV measurements were made, the calculated 
mean streamlines, the points of separation and reattachment, 
and the eddy containing the recirculating flow. The pressure 
and friction coefficients, defined by 

CpO — 
P - Prcf 

Cfo -
\pUl 

(14) 

where pret is the reference pressure at the downstream boundary, 
are shown in Fig. 3 ( i ) . The points of separation and reattach
ment can be readily identified from the friction distribution. The 
calculated friction distribution is in reasonable agreement with 
that determined from Eq. (1) and the measured velocity profiles, 
in spite of the uncertainties involved. The bed pressure distribu
tion shows that there is a steep pressure rise between stations 
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4 and 9, on either side of the reattachment point, a favorable 
pressure gradient from station 9 to about station 15, and nearly 
constant pressure over the top of the dune and in the upstream 
part of the separation eddy. 

As noted above, the pressure variation along the assumed flat 
free surface can be converted into a firee-surface elevation assum
ing hydrostatic variation with depth. These free surface elevations 
are shown in Fig. 3(c). The bed roughness has a rather small 
effect on the free surface, but the effect of the bed shape and the 
separation eddy is evident from the distortion of the free surface. 
It is observed that the free surface is depressed over the crest of 
the dune and elevated some distance downstream of the reattach
ment point. This coupling between dune shape, the separation 
eddy, and the free surface is, of course, of considerable interest 
as it would vary with Froude number (flow depth). 

6.3 Velocity and Turbulence Distributions. The calcu
lated distributions, with distance from the bed (y), of the 
mean velocity components ( ( / , V) , the Reynolds stress ( -
Mil), and the eddy viscosity (i/,), all made dimensionless by 
d and f/o, as appropriate, are compared with the experimental 

0 0.2 0.4 ^/y^ 0.6 0.8 1.0 

(0) dune shape, streomlines, and measurement stotions 
0.010 

0.008 

0.006 

0.004 

0.002 

0 

-0.002 

-0.004 

( 

0.30 

0.29 

1 1 1 r -

1 Experiment 

\ =-

1 L 1 1 

— 1 1 1 1 1 

, ' ' I 

1 1 ) 1 I 

0.2 0.4 „ 0.6 0.8 

(b) pressure ond friction coefficients 

0 Experiment 

1 1 p 

•-1 r - r •-! 1 1 

= 0 0 o ^ * - - « ~ ^ . c ^ _ ^ ^ 

-

0.2 04 ,. 06 0.8 
x/X 

(c) free-surface profile 

I.O 

Fig. 3 Overview of the flow in dune-bed oliannel 

Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.5 0 0.5 1.0 1.5 2.0 3.0 4.0 5.0 6.0 0.5 0 0.5 1.0 1.5 2.0 3.0 4.0 5.0 6.0 

U log,<,[u„y/./] U 109,0 K H 
1.5 c 

1.0 

0.6 

0 

1 

8 

' : 

1 

' "1 
• 

: 

B 1 '. 

1.0 

0,5 

0 

I 

jj 
it 

- M 

1—-—fl 

""~ : 

--
_ 

t — 1. " 

-0.2 -0,1 0 0.1 0.2 0 0.02 0 0 4 -0.2 -0,1 0 0.1 0,2 0 0.02 0.04 

(b) S t a t i o n ? 

1.0 

05 

n 

7-1—1—1—r 

^ 

—\—1— 

"-^ 

1—1— 

<5> 
1 

-

~: 

0.01 0.02 

(c ) Stat ion 14 

Fig. 4 Velocity and turbuience profiles at three sections along the dune 

data in Fig. 4. In addition, the distribution of the streamwise 
velocity is shown in logarithmic coordinates (U versus logio 
Uoylv), to examine the possible validity of the law of the 
wall. Although measurements were made at 16 stations, com
parisons are made with the calculations at only three repre
sentative stations, namely, stations 4, 7 and 14, marked in 
Fig. 3 ( a ) . 

With reference to Fig. 3(a) , it is convenient to consider the 
flow over the dune in three segments: stations 2 to 6, which lie 
in the separated zone; stations 7 to 9, which are in the region 
where the flow recovers following reattachment; and stations 
10 to 16 and station 1, where the flow may be regarded as well 
developed. The boundaries of these regions are, of course, not 
precisely defined. 

In the first region, Fig. 4(a) for station 4 indicates a layer 
of flow reversal ( [ / < 0) near the wall, in the linear as well as 

the logarithmic plots. The latter reveals general agreement in 
the shape of the measured and calculated velocity distributions 
in the near-wall region but the calculated velocity is somewhat 
lower and the height of the reverse flow region is slightly under
estimated. The lack of a clearly defined logarithmic region in 
the measured and calculated velocity profiles indicates that use 
of the law of the wall to infer the friction velocity from measured 
data, or to apply wall functions in calculations, is clearly unjusti
fied. Figure 4(a) also indicates that the k-oj turbulence model 
performs remarkably well in predicting the overall features of 
the velocity components, the Reynolds stress, and the eddy 
viscosity distributions although the magnitudes are not precisely 
captured in some parts of the flow. Locally high values of 
the Reynolds stress are observed in the shear layer above the 
separation eddy in the experiments but they are not reproduced 
by the calculations. 
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The disagreement between the data and the calculations near 
the free surface, particularly in the longitudinal velocity and 
eddy viscosity, is observed at all stations, and is related, to 
some extent, to lack of any special free-surface treatment (to 
account for damping of the vertical velocity fluctuations and 
consequent changes in the eddy viscosity and shear stress) in the 
turbulence model. More specifically, the measurements reveal a 
velocity maximum below the free surface while the calculations 
have a maximum at the free surface (which is treated as a plane 
of symmetry). Also, in spite of the errors that are inherent in 
the determination of the eddy viscosity from measurements, the 
data indicate a consistent drop near the free surface while the 
calculations reach a constant high value. However, it should be 
pointed out that this effect may not be entirely due to turbulence 
as the experiments also contain the effects of secondary motions 
that are not accounted for in the calculations. Be that as it may, 
it would be of interest to explore the possibility of incorporating 
some modification in the k-uj model for the free surface effect. 

At station 7, shown in Fig. A{b), where the flow is recovering 
after reattachment, the calculated mean velocity components 
are in excellent agreement with the data, except near the free 
surface. A logarithmic segment in the velocity profile is evident, 
and therefore use of the law of the wall in the determination of 
the wall shear stress and in wall functions would be justified in 
this case. With respect to. the two turbulence quantities, it is 
found that agreement between the calculations and experimental 
data is similar to that at the previous station. The layer of high 
Reynolds stress persists at some distance from the wall. 

In die third and final region, extending from station 10 to 16, 
and including station 1, which lies just ahead of the dune crest, 
the measured Reynolds stress did not show the characteristic 
peaks observed in the two upstream regions suggesting that the 
shear layer resulting from the separation has mixed with the 
ambient flow. At station 14, shown in Fig. 4(c) , it is found 
that the predicted streamwise velocity tends to be somewhat 
lower, and the Reynolds stress to be somewhat higher, than 
the data. As smooth-wall calculations also showed the same 
tendency, this discrepancy could not be attributed to the treat
ment of roughness in the turbulence model. Instead, the over-
estimation of the Reynolds stress at this station, and in the outer 
layers at the previous two stations, appears to be a general 
feature of the basic k-to model. 

7 Discussion and Conclusions 
The well-known results of classical experiments with sand-

grain roughness were reviewed together with four different ap
proaches to model surface roughness in numerical solutions of 
fluid flow equations. Algebraically prescribed mixing-length 
(or, equivalently, eddy-viscosity) models, and the so-called 
wall-functions approach, are the two most common ways to 
allow for surface roughness. As in smooth-wall flows, both 
are restricted to relatively simple flows where the underlying 
correlations are vaUd. These models cannot be used in more 
complex flows, including separation, without further interven
tion. The discrete element approach, on the other hand, has 
been applied to regular roughness with some success but it is 
unlikely to be practical in complex flows. The fourth approach, 
involving modifications in turbulence-model equations and/or 
boundary conditions for these equations, appears, at the present 
time, to be the most promising one for extension of the increas
ingly powerful methods of computational fluid mechanics to 
rough surfaces. In view of this, two alternatives in this category 
were further examined, namely, the k-to model of Wilcox 
(1993), and an extension of the two-layer k-e model of Chen 
and Patel (1988). 

The calculations presented here indicate that the fc-w turbu
lence model provides quite accurate predictions of the effects 
of sandgrain roughness for the classical case of fully-developed 
turbulent flow in a two-dimensional channel. In fact, the present 

calculations suggest that the well known Moody diagram of 
friction factor in smooth and rough pipes can be constructed 
over the entire roughness and Reynolds-number range of inter
est. This may not be a worthwhile exercise, however, as each 
point requires a complete numerical solution and considerable 
computing time. The power of the numerical approach and the 
turbulence model lies, instead, in the fact that it can be applied 
to much more complicated wall geometries because it has been 
validated against this standard. 

Extension of the two-layer k-e model is quite straightforward, 
but the results presented here suggest that further modifications 
are needed for this model to achieve the same level of perfor
mance as the k-uj model. There are a number of ways in which 
improvements may be made, including adjustments of the con
stants and damping functions in the length-scale equations, and 
judging by the success of the k-io model, by explicitly including 
a roughness dependence in the length scale at the wall. In the 
absence of appropriate turbulence data or other guidance, nu
merical experiments are needed to establish such modifications. 
This course of action was not pursued here largely because of 
the success of the k-uj model. 

Turbulent flow in a channel with a fixed sand-dune bed was 
used as a vehicle to study the performance of the k-w model in 
separated flow over a sandgrain roughened surface. Compari
sons with the experiments of Mierlo and de Ruiter (1988) pro
vided some degree of validation of the model as most of the 
important flow features were captured in the numerical solu
tions. Prediction of resistance of dune-bed channels is an im
portant problem in hydraulic engineering. The solution proce
dure employed here provides a very basic way to re-examine 
the various empirical friction formulas in current use in that 
field. 

While the k-ui model is not completely satisfactory with re
spect to the details of the predicted velocity and turbulence 
distributions, it is perhaps the only model that can be employed 
to extend the appUcability of modem computational codes to 
rough surfaces as it is not, in principle, restricted to simple 
attached flows. The fact that the model equations remain the 
same in the near-wall region is an additional advantage. 

Finally, it should be noted that the present work was princi
pally concerned with sandgrain roughness. The same approach 
to turbulence modeling can be applied to other types of 
roughness once an equivalent sandgrain roughness is estab
lished. 
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The Effect of Torsion on the 
Bifurcation Structure of 
Laminar Fiow in a Helical 
Square Duct 
The laminar fully developed flow problem in a helical square duct with a finite pitch 
is solved numerically using the finite-volume method with the SIMPLEC algorithm, 
h^-extrapolation is used to locate the limit points of the stable solution branches. 
Results for the friction factor are presented. For helical ducts of small pitch, or 
torsion, it is verified that all investigated flow properties are very similar to those 
for a toroidal duct with the same dimensionless curvature. A new correlation is 
proposed for the friction factor ratio. 

Introduction 
Flow in curved ducts is often considered from an analytical/ 

numerical or experimental point of view, see e.g. the review 
articles by Berger et al. (1983), Nanadakumar and Masliyah 
(1986), Ito (1987), and Berger (1991). The curved geometry 
is important from both an industrial and an academic stand
point. The curvature K and the torsion T of the centerline of 
the duct characterize the particular kind of a duct. For ex
ample, for a toroidal duct K is constant and T is zero, and for 
a helical duct both K and T are constant and nonzero. The tor
sion gives rise to the so-called pitch of the duct, ItrK in Fig. 
1. A finite torsion also makes the coordinate system nonor-
thogonal. This complicates the analysis, and might be a reason 
why relatively few articles concern the effect of a finite pitch. 
In fact, most analytical/numerical studies concentrate on the 
toroidal duct, while many experimental studies concern helical 
ducts. The use of nonorthogonal coordinates makes the choice 
of velocity components ambiguous. Often the contravariant 
velocity components are used. They are obtained when the ve
locity vector is expanded in the so-called natural basis of the 
coordinate system (see below). However, this is not conve
nient if the natural basis is nonorthogonal (i.e., the coordinate 
system is nonorthogonal). It is preferable to use a physical, 
that is an orthonormal basis, since then the physical velocity 
components are obtained as the projections of the velocity vec
tor on the respective physical base vectors. For curved ducts 
there exists an obvious choice of physical basis, viz. the tan
gent t, the normal n, and the binormal b of the centerline of 
the duct. Thus, we expand v as follows 

vft + «n + vb. (1) 

The axial flow component w is then obtained as the projection 
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of the velocity on the tangent t, and the secondary flow com
ponents u and V are obtained as the projection of the velocity 
on the cross-plane vectors, the normal n and the binormal b. 
Note that Eq. (1) generalizes the definition of the secondary 
flow components for a toroidal duct to the helical duct. As 
will be shown in the following, one may for a fully developed 
flow in a helical duct define a function ^, which has properties 
similar to those of a stream function. ^ satisfies the continuity 
equation, but for nonzero torsion, the curves ^ = constant do 
not define secondary flow streamlines in the n, b-plane. Thus, 
to depict the secondary flow with contours of IP' for a duct 
with nonzero torsion is deceptive. A true picture of the sec
ondary flow can only be obtained from a vector plot. 

Previous theoretical investigations on the effect of a finite 
pitch have mainly concerned ducts of circular cross-section, 
viz. Murata et al. (1981), Wang (1981), Germano (1982), Kao 
(1987), Tuttle (1990), Xie (1990), Chen and Jan (1992), and 
Liu and Masliyah (1993). Ducts of elliptical cross-section have 
been studied by Germano (1989) and Tuttle (1990), annular 
cross-section by Yang and Ebadian (1993) and square cross-
section by Chen and Jan (1993). A more detailed review of 
some of the above-mentioned papers can be found in Bolinder 
(1993). Notably, the author does not agree with Tuttle's (1990) 
discussion about different frames of reference of the observer. 
For example, from "elementary kinematics" Tuttle obtains his 
Eq. (27), which reads (with our notations) 

wt + wn -I- vb 

= wt -H (v^n -I- v^b) + 
I — KX 

w(-yn -^• xb), (2) 

where v" and v^ are contravariant velocity components (de
noted by u and v in Tuttle). The physical and the contravariant 
velocity components are related by 

w = (l - Kx) v^ 
u = v" - Tyv\ 
V = V-' -I- TXV'. 

(3) 
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Fig. 1 Helical square duct 

Thus Eq. (2) is obtained simply by expressing the physical 
velocity components u and v in terms of v', v^ and w. Note 
that n ' and b ' in Tuttle are identical to n and b, they do not 
rotate with respect to each other. By introducing an "angular 
velocity" w = TWt/{\ — KX), Tuttle rewrites the last term in 
Eq. (2) as <u X {xn + yh), and he interprets this term as "a 
rotational velocity caused by the rotation of n and b about the 
tangent vector t." This rotational velocity should, according 
to Tuttle, relate a fixed observer to an observer "travelling 
along the pipe axis and rotating with the Frenet triad." In this 
author's opinion, w x {xn + yh) is merely a part of the sec
ondary flow, which accidentally may be written as a cross 
product. For w to actually represent an angular velocity, re
lating two observers, oi must in particular not vary over the 
cross-section of the duct. Tuttle suggests the physical velocity 
component w to be used for the axial flow, and to use the 
contravariant velocity components V and v'' for the secondary 
flow, which justifies the use of a stream function ^ for the 
secondary flow. Liu and Masliyah (1993) accept the argu
ments put forward by Tuttle and recommend the use of a stream 
function ^ to represent the secondary flow. 

Chen and Jan (1993) use polar coordinates in the n, b-plane 
and a finite-element technique to study the flow in a helical 
square duct. They derive the governing equations in terms of 
physical contravariant velocity components, i.e. the velocity 

is expanded in the normalized natural basis. The results are 
however presented in terms of our physical components. Chen 
and Jan conclude that the so-called Dean's instability, which 
occurs in a toroidal square duct, can be avoided due to the 
effect of torsion. This result is contrary to the findings of the 
present investigation. 

Previous numerical work on toroidal ducts is much more 
extensive. Here is only referred to a few studies concerning 
the rectangular cross-section. Joseph et al. (1975) and Cheng 
et al. (1976) performed fully developed flow calculations for 
a toroidal square duct. When the Dean number, De = 
ReVfrf/,, was raised above a critical value of about 100, the 
secondary flow abruptly changed from the familiar two-vortex 
structure to a four-vortex structure, with two extra vortices near 
the outer wall of the duct. This behavior is now sometimes 
referred to as Dean's instability. Later Winters (1987) per
formed an accurate determination of the solution structure for 
toroidal rectangular ducts. He discovered several solution 
branches, some of which were found to be unstable. The find
ings of Joseph et al. and Cheng et al. could now be explained 
as follows: the abrupt change of flow structure at the critical 
Dean number was due to a jump from the primary S\ branch 
to the ^3 branch (see Fig. 3). Solutions of the ^3 branch are 
however unstable to perturbations breaking the symmetry of 
the cross-section. Thus to be able to detect the ^3 branch with 
a transient solution procedure, symmetry must be assumed. 
Other references to the fully developed flow case are Dasko-
poulos and Lenhoff (1989) and Kao (1992). Developing flow 
in toroidal rectangular ducts is considered for example by San-
kar et al. (1988) and Bara et al. (1992). The related problem 
of flow through straight twisted rectangular ducts has been 
treated by Masliyah and Nandakumar (1981), Nandakumar and 
Masliyah (1983) and Kheshgi (1993). 

In this investigation, the stable solution branches are deter
mined for fully developed flow in helical square ducts. The 
curvature is held constant, while the torsion is increased from 
zero. In this way we can study how the stable solution branches 
for a toroidal duct develop, as the duct is provided with an 
increasing torsion or pitch. Of particular interest is to deter
mine the end points or the "limit points" of the solution branches. 
A limit point, or a "one-sided bifurcation point," marks the 
upper or the lower limit of two connected solution branches, 
where at least one of these branches is unstable. Therefore, 
since the present numerical method is transient and no unstable 
solutions can be found, at most one branch (the stable one) 
can be detected above or below a limit point. 

Governing Equations 

To save space, only a brief description of the method for 
deriving the governing equations is given here. For more de-

Nomenclature 

a = half width of duct 
b = half height of duct 
b = binormal of centerline, 

t X n 
d^ = hydraulic diameter, 4ab/(a 

+ b) 
De = Dean number. Re VJc^ 

/ = friction factor, gdj{2pw'^) 
g = ~dp/ds 
h = grid spacing 

IvK = pitch of helical duct, ITTT/ 
(K^ + 7̂ ) 

Li, L2, 

Li, Li = limit points 
n = normal of centerline, r"/K 
p = generalized pressure 

r = 

R = 

Re = 
.? = 

t = 
U, V = 

position vector of point in 
duct, Eq. (5) 
position vector of centerline 
radius of helical duct, K/(K^ 
+ r') 
Reynolds number, \vdjv 
arc length of centerline, 
streamwise coordinate 
solution branches 
tangent of centerline, r^ 
secondary flow compo
nents, V • n and v • b 
dimensionless secondary 
flow components, («, v)djv 
contravariant velocity com
ponents 

V = velocity vector 
w = axial flow component, v • t 
vP = mean axial flow 

, y = coordinates along n and b 
e = dimensionless curvature, Kdh 
17 = dimensionless torsion, rrf;, 
K = curvature of centerline, /? / 

(/?' + K-") 

V = kinematic viscosity 
p - density 
T = torsion of centerline, Kl{R^ 

-I- K^) 
^ - stream function, Eq. (6) 

Superscript 

' = derivative with respect to 5 
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tails, and the actual equations, the reader is referred to Bol-
inder (1993). The position vector of the centerline of the duct 
is denoted by rds). The parameter s is the arc length, which 
is used as a coordinate along the duct. The curvature K and 
the torsion T of r^ may for a circular helix be written 

R K 

R^ + K^' R^ + K^' 
(4) 

R is the radius of the cylinder on to which the helix is coiled, 
and ITTK is the pitch of the helix, see Fig. 1. For a toroidal 
duct the pitch is zero, which implies that T = 0 and K = l/R. 
A straight twisted duct is obtained if ^ = 0, which implies 
that K = 0 and T = 1/K. Let x be a coordinate along the 
normal n and y a coordinate along the binormal b, according 
to Fig. 1. Then the position vector can be represented as 

r(*, X, y) = rc(s) + xn(s) + yb(s). (5) 

The so-called natural base vectors of the coordinate system (s, 
X, y) are obtained as the partial derivatives of r with respect 
to the coordinates, they are thus tangents to the coordinate 
curves. One finds that the natural base vectors are nonorthog-
onal for points off the centerline, except for a toroidal duct 
(with T = 0). By expanding the velocity vector in the natural 
basis, the contravariant velocity components v^ v", and v^ are 
obtained. However, as discussed in the introduction, if the nat
ural basis is nonorthogonal, it is better to expand the velocity 
in the physical basis (t, n, b) according to Eq. (1). Essentially 
two methods have been used in the past to derive the govern
ing equations. The method employed, for example by Ger-
mano (1982, 1989) utilizes the fact that an orthogonal coor
dinate system is obtained if the x and y coordinate axes are 
rotated with respect to n and b in a prescribed manner along 
the duct. The orthogonality makes it easier to derive the gov
erning equations, but then the coordinates must be transformed 
to undo the rotation. The other method to obtain the governing 
equations utilizes standard tensor analysis (e.g., Sokolnikoff, 
1964) to derive the equations in terms of contravariant velocity 
components. To obtain the physical velocity components, the 
transformation given by Eq. (3) must then be employed. Note 
that the above two methods yield the same final result. Thus 
the method of Germano (1982, 1989) makes no simplifying 
assumptions as claimed by some authors, e.g., Xie (1990) and 
Chen and Jan (1992, 1993). By using basic vector and tensor 
analysis one may derive the governing equations directly in 
terms of the coordinates s, x, and y and the physical velocity 
components w, u, and v. This method was used by the present 
author, see Bolinder (1993) for the final result. 

The governing equations, i.e., the continuity and the Na-
vier-Stokes equations, are simplified by assuming a steady, 
incompressible and fully developed flow. The assumption of 
a fully developed flow means that all j-derivatives are set to 
zero, except for the pressure derivative g = -dp/ds, which is 
assumed to be constant. This constant is used as an input to 
the computations. The Reynolds number and the Dean number 
are then calculated from the converged solution. At the bound
ary, the usual no-slip condition is assuhied. 

A stream function ^ = ^ {x, y), which automatically sat
isfies the continuity equation, may be defined according to 

— = (I — Kx) u + ryw, 
dy 
b^ 

= (1 — KX) V — TXW. 
dx 

(6) 

^ (x, y) = constant defines a three-dimensional surface, and 
V ^ i s normal to this surface. For a given s, ^(x, y) = constant 
defines a curve in the n, b-plane, and V ^ is orthogonal to the 
tangent of this curve. One can show that 

Vl?- («n + vb) = Tw{xu + yv). 

which means that, unless T = 0, so that the above expression 
is zero, the curves '^ = constant do not define streamlines for 
the secondary flow {un + vb). However, one finds that 

Vy'-v = 0, 

which proves that the velocity is tangent to the surfaces ^ = 
constant. That is, these surfaces define streamtubes for the ve
locity field. 

Numerical Procedure 

The governing equations are discretized and solved accord
ing to the well-known finite-volume method, with a staggered 
grid, cf. Patankar (1980). To assure stability of the numerical 
procedure, the hybrid difference scheme is employed, which 
implies that central differences are used for the convection and 
diffusion terms when the absolute grid Peclet number is less 
than two, and for other Peclet numbers upwind differences are 
used for the convection terms, whereas the diffusion terms are 
ignored. All source terms are discretized using central differ
ences. Since the upwind scheme is only first-order accurate, 
it is desirable to keep the grid Peclet number small enough, 
so that only central differences are used in the hybrid scheme. 
This is accomplished by a sufficient number of grid points. 
For the square cross-section, a grid of 41 x 41 was found to 
be acceptable. Upwind was used only for a limited number of 
grid points, for the highest flow rates considered. Also to re
main as close as possible to second-order accuracy, a uniform 
grid is employed. The velocity-pressure coupling was in most 
cases handled by use of the SIMPLEC algorithm of Van Door-
maal and Raithby (1984). Their recommended accelerated 
TDMA-solver was also found to be very effective. A 0-value 
of 1.9 was used for both the momentum and the pressure-cor
rection equations. Under-relaxation factors of 0.6, 0.6 and 0.8 
were used for the u, v, and w momentum equations, respec
tively. The pressure was under-relaxed by a factor of 0.9. The 
accelerated TDMA-solver was used together with an ADI-
technique: one sweep in each direction for the momentum 
equations, and ten sweeps for the pressure-correction equation. 
Concerning the derivation of the pressure-correction equation, 
it was found that the "extra" pressure-derivative terms rydp/ 
dx - Txdp/dy in the axial momentum equation (see Bolinder, 
1993), could be neglected for ducts of moderate torsion. Only 
for the highest torsions considered, retaining the extra terms 
improved convergence. 

To be able to determine the limit points accurately, it is nec
essary to have a sharp enough convergence criterion. For the 
present numerical method, the convergence is extremely slow 
close to the limit points. In fact, the limit point is characterized 
by an infinitely slow rate of convergence, and it separates an 
interval of convergence from an interval of nonconvergence. 
The nonconvergence intervals are not characterized by an un
limited growth of the residuals. Instead the residuals oscillate 
in a regular manner between a lower and an upper limit. The 
velocity and the pressure also oscillate regularly. Therefore, if 
the convergence criterion is not sharp enoiigh, convergence 
will be detected in the nonconvergence intervals. The follow
ing convergence criterion was used: with «" and v" the sec
ondary flow components at a grid point near the outer wall at 
iteration number n, it was required that 

V(«")^ + (V")' 
< 8 and 

V(«")' + (v")' 
:<S 

for up to 500 consecutive iterations. A typical value of S was 
10"^. It was verified that close to convergence the velocity 
change from one iteration to the next was greatest in an area 
near to the outer wall. The procedure to detect a limit point 
was as follows: starting with a converged solution, the nega
tive pressure gradient was raised or lowered (depending on the 
search direction) by a small amount Ag. In the case of con-
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Table 1 Dean numbers at the limit points for a toroidal 
square duct with e = 0.04 

De, De, De, Dei2 De,: Winters (1987) 
Z., 111.76 112.44 112.69 113.00 113.01 113.35 
Z,2 128.21 129.56 130.08 130.66 130.76 131.13 
Z.3 212.55 216.64 218.27 220.00 220.42 190.78 
U 309.73 326.40 331.70 340.14 338.65 

Fig. 2 Dean number at Li as a function of the grid spacing h for a 
toroidal square duct with e = 0.04 

vergence, the search was continued with the same increment 
Ag. If convergence was not detected, Ag was halved and a 
new computation was initiated. When Ag was reduced below 
a given value, the process was stopped, and the latest obtained 
converged solution was defined as the limit point. The smallest 
relative increment Ag/g used was about 0.1 percent for all 
cases. 

Test of Accuracy by Use of ^^-Extrapolation 
For a toroidal square duct of dimensionless curvature e = 

Kdi, = 0.04, Winters (1987) has determined the limit points of 
some solution branches. Winters used a "direct", as opposed 
to a transient, solution procedure, and he was thus able to de
tect unstable solution branches as well. The limit points were 
located by solving an extended system of equations, quite dif
ferent from the present cruder method. For a toroidal square 
duct, three solution branches were detected in the present in
vestigation, denoted by S^, S^, and Sj following Winters. They 
are depicted in a state or bifurcation diagram, Fig. 3, showing 
a component of the secondary flow at one grid point as a func
tion of the Dean number De = ReVe. The limit points de
termined were L,—the lower limit of S^, L^—the upper limit 
of 5i, L3 and Lg—the lower and upper limits of S5, respec
tively. Winters did not consider high enough Dean numbers 
to be able to determine Lg. Since the present numerical method 
is practically second-order accurate, we may adopt }^—or 
Richardson extrapolation to obtain fourth-order accuracy. For 
a sufficiently small grid spacing h, any computed flow prop
erty P may be expressed 

PQi) = Po + ch^ + 0{h*). (7) 

Thus, knowing P(hi) and /'(/ta) for two grid sizes hi and h2, 
and neglecting the Oih*) terms, we may eliminate the leading 
error term ch , and determine PQ, which then is a correct ap
proximation of P to the fourth order in the (coarsest) grid spac
ing. Three grids are used in this investigation, a 41 x 41, a 
61 X 61, and an 81 x 81 grid. The properties computed on 
the respective grids are denoted by indices 1,2, and 3, re
spectively. Extrapolated properties using the 41 x 41 and the 
61 X 61 grid are denoted by the index 12, and extrapolated 
properties using the 61 x 61 and the 81 x 81 grid are denoted 
by the index 23. Table 1 shows the Dean number at the de
termined limit points, for the duct considered by Winters (1987). 
In Fig. 2 is plotted the function De(h) for the limit point L2. 

(a) 
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perturbations , rf^ 

90 100 110 120 
De 

130 140 150 

{b) 

Fig. 3 state diagram for toroidal square duct with c = 0.2. (a) S„ S3 
and Ss branches, {b) Enlargement In region of limit points L-, and L2. 

Table 2 Dean numbers at the limit 
square duct with e = 0.2 

De, 
L, 120.27 
L2 139.05 
L, 220.04 
La 334.77 

De, 
121.04 
140.83 
225.30 
348.73 

De, 
121.30 
141.43 
227.34 
354.58 

points for a toroidal 

De,2 

121.67 
142.29 
229.64 
360.23 

De23 

121.65 
142.21 
230.02 
362.26 

The fact that De^ and De23 differ at most by 0.4 percent (for 
Lg), indicates that the primary solutions obtained on the re
spective grids are of second-order accuracy, and that the ex
pansion in Eq. (7) is valid for the limit points. The extrapo
lated values lie close to those obtained by Winters for the limit 
points L, and L2. However, for L3 there is a significant dif
ference. The reason for this discrepancy is not clear, but it 
might be that different limit points have been considered. 

Results and Discussion 
Toroidal Square Duct. Figure 3 shows a state diagram 

for a toroidal square duct with e = 0.2. Vector plots of the 
secondary flow and contours of the axial flow are also shown 
at the limit points Lj, L2. andZ-g. In these plots the outer wall 
is to the right. Table 2 shows the Dean number at the limit 
points, together with the extrapolated values. In comparison 
with the duct of e = 0.04, we see that the Dean numbers at 
the limit points are slightly higher for the duct with e = 0.2. 
The 5] branch is unconditionally stable, and it is characterized 
by the secondary flow having two symmetric counter-rotating 
vortices. Close to L2, two extra very weak, vortices start to 
develop near the outside wall. They can hardly be distin
guished in the vector plot. The two extra counter-rotating vor
tices have reached a fully developed state on the ^3 branch. 
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60 Toroidal duct, T|»0 

Helical duct, T|=t0.08 

Helical duct, 11=0.16 

Fig. 4 State diagram for helical square ducts with c = 0.2, showing 
the St and S^ branches for three values of -q 

and where these occur the axial velocity shows a "dip." Con
verged solutions of the ^3 branch were obtained up to a Dean 
number of about 550. For this high flow rate, the hybrid scheme 
to a large extent chooses the upwind scheme, so no attempt 
was made to determine the possible upper limit of the S3 branch. 
In fact, no author has reported an upper limit of ^3. According 
to Winters (1987) solutions of the 53 branch are unstable to 
asymmetric perturbations. This is confirmed in the present study, 
since the four-vortex solutions could only be obtained if sym
metry was imposed in the computations. As indicated in Fig. 
3(b), the Si and the S3 branches are connected by the genuinely 
unstable 52 branch, which could not be detected in the present 
study. If one retains the unsteady terms in the governing equa
tions and performs truly transient computations without assum
ing symmetry, one finds for Dean numbers between L2 and L3, 
and above Lg. that the flow oscillates between a two-vortex 
and a four-vortex structure. A similar behavior is reported by 
Sankar et al. (1988) and Bara et al. (1992) in their computa
tions of developing flow in a toroidal square duct; for Dean 
numbers between Lj and L3, spatial oscillations develop, al
ternating between a two-vortex and a four-vortex structure. 
Obviously there is an analogy between their parabolic solution 
method, where the solution is advanced in space along the duct, 
and our transient method, where the solution is advanced in 
time. The Ss branch is unconditionally stable, and has a two-
vortex structure like the Si branch. As mentioned above. Win
ters (1987) did not determine the upper limit of Sj. Dasko
poulos and Lenhoff (1989) however report an upper limit of 
their corresponding branch, labelled "e." Daskopoulos and 
Lenhoff assume a dimensionless curvature e much less than 
one. They also assume symmetric solutions, which implies that 
the S3 branch (their c branch), is found to be stable. It was 
decided, after an examination of the bifurcation diagram of 
Daskopoulos and Lenhoff, to denote the upper limit point of 
the 55 branch by Lg. 

Helical Square Duct. For a curved square duct with a fi
nite pitch no symmetric solutions can be expected. Thus, with 
no possibility to impose symmetry, we are not likely to find 
stable solutions of flie 53 branch. Solutions of the 5i and ^5 
branches might however be possible to detect. We use the same 
labels for the branches and for the limit points in the finite 
pitch case as in the toroidal case. Figure 4 is a state diagram 
for ducts of moderate pitches. Note the different velocity com
ponents on the vertical axis in Figs. 3 and 4. Up to a dimen
sionless torsion ij of 0.16, solutions of both the Si and Ss 
branches were obtained, and for higher torsion, only solutions 
of the Si branch. Figure 5 shows the extent of the Si and 55 

Table 3 Dean numbers at the limit points for a helical 
square duct with e = 0.2 and 17 = 0.08 

De, 
138.99 
223.04 
327.19 

Dej 

140.87 
226.71 
340.06 

Dej 

141.57 
228.11 
344.99 

De,2 

142.42 
229.73 
350.67 

Dejj 

142.50 
229.95 
351.44 

Table 4 
e = 0.2 

Dean numbers at L2 for helical square ducts with 

De, De, De, De,2 De,, 
T) = 0.6 
T) = 1.0 

90.97 
139.72 

91.40 
137.37 

91.59 
135.04 

91.75 91.84 

Fig. S Dean numbers at L2, L3, and L,, for helical square ducts with e 
= 0.2 and varying jj 

branches for increasing torsion. For ducts of small torsion, 17 
2 0.08, the extent is essentially unaltered, and for higher tor
sion the extent decreases. For very high torsion, 17 > 0.7, the 
5i branch extends to higher Dean numbers again. Grid refine
ments and /i^-extrapolation were done for three helical ducts 
with Tj = 0.08, 0.6 and 1. The results are shown in Tables 3 
and 4. Note the relatively small differences between the helical 
duct with TJ = 0.08 and the toroidal duct with 17 = 0 (Table 
2). Note also that the /(^-extrapolation failed for TJ = 1. For 
this case, the finer grids predicted a lower Dean number at L2, 
and it seems to be a linear relationship between De and the 
grid spacing h. The author has no good explanation for this 
behaviour. A characteristic feature of increasing torsion, is that 
the lower vortex of the secondary flow grows at the expense 
of the upper vortex. This is seen in the vector plots in Figs. 
4 and 5. The same behavior is reported by Kao (1987) for a 
helical circular pipe. For the highest torsion, no sign of the 
upper vortex can be seen; the lower vortex has moved up
wards, and covers the whole cross-section. The disappearance 
of the upper vortex might have a stabilizing effect on the flow, 
and thus explain why L2 moves to a higher Dean number. The 
effect of torsion on the axial flow is minor for ducts of low 
and moderate pitches, see Fig. 4. The maximum axial flow 
shifts slightly to the upper half of the cross-section. If the tor
sion is increased further, the location of the maximum axial 
flow moves from the upper outside comer to the upper inside 
comer, and then downwards along the inside, see Fig. 5. 

Friction Factor Results. Figure 6 shows the friction fac
tor ra t io/Re/( /Re)j for a toroidal square duct. By definition, 
the Fanning friction factor/ = gdj{2p^). The index s refers 
to a straight square duct, for which (/Re), = 14.22. Note that 
the four-vortex solutions of the S3 branch have a slightly higher 
friction factor than the two-vortex solutions of the Si and S5 
branches. In Fig. 6 is also plotted a few correlations found in 
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Fig. 6 Friction factor ratio as a function of Dean number for a toroidal 
square duct 

Fig. 7 Friction factor ratio as a function of Reynolds number for the 
S, branch of some ducts 

the literature. The agreement is generally good, despite that 
different curvatures are considered, i.e., the curvature effect 
seems to be well captured by the Dean number alone. To ob
tain a quantitative check of the effect of curvature, the friction 
factor ratio was computed for two additional ducts with e = 
0.04 and e = 0.47, respectively. Compared to the duct with 
6 = 0.2, / R e / ( / R e ) , was about 3 percent lower for e = 0.04 
and about 4 percent higher for e = 0.47, for Dean numbers 
between 100 and 300. For lower Dean numbers the difference 
approaches zero. Thus, the curvature effect starts to become 
significant for e > 0.2. For smaller curvature, the explicit ef
fect of e is virtually negligible. These results are expected, 
since for loosely coiled ducts (with t < 1) the Dean number 
is the single controlling similarity parameter, see e.g. Berger 
et al. (1983). 

The correlations by Baylis (1971) and by Cheng et al. (1976) 
indicate tha t /Re/ ( /Re) j is proportional to the square root of 
the Dean number. This was also found by Mori et al. (1971) 
in their boundary layer analysis of flow in a curved square 
duct. The boundary layer method is assumed to be valid for 
Dean numbers in the upper laminar regime. A square root re
lationship has also been confirmed for a curved duct of circular 
cross-section, see Liu et al. (1994). Assuming that Baylis' (1971) 
correlation is valid for De > 500, the following new corre
lation is proposed 

-^—^ = (1 + 0.288De + 8.8 • 10"* De")""^ 
( /Re). 

+ 0 . 1 0 7 ' V ^ , D e < 1 5 0 0 , e < 0.4, - < 1 . (8) 
e 

Equation (8) gives correct values in both the limits of high and 
low Dean numbers, and for e = 0.2 it deviates by less than 2 
percent from the computed values of the two-vortex branches, 
see Fig. 6. For 0.05 < De < 2.4 however, the formula over-
predicts the friction factor ratio by up to 3.6 percent, and for 
De < 6 it is recommended to use /Re/ ( /Re)s = 1. Equation 
(8) presumes a laminar flow, and the upper Dean number limit 
is set to 1500. Baylis (1971) gives an upper limit of 70,000 
in his correlation, which is based on experiments where mer
cury was driven electromagnetically in a toroidal square duct. 
As remarked by Baylis, the electromagnetic force is assumed 
to have a stabilizing effect on the flow, and for more "normal" 
conditions, the flow will be turbulent at a much lower Dean 
number than 70,000. For example, Mori et al. (1971) in their 
experiments detected transition at De = 850, and for De > 
2500 the flow was fully turbulent. The values o f /Re / ( /Re) j 
for turbulent flow measured by Mori et al. were higher than 
the predicted values from their boundary layer analysis. 

For helical ducts of small and moderate torsion, the friction 
factor of both the 5i and S^, branches is almost identical to the 
friction factor for a toroidal duct with the same dimensionless 
curvature e. For the ^i branch this is seen in Fig. 7, where the 
friction factor ratio is plotted for a few helical ducts. At least 

for 17/e < 1, Eq. (8) could be used for the friction factor ratio 
with a negligible error. Even for ducts of higher torsion, the 
friction factor is hardly affected by the torsion. In Fig. 7 is 
also plotted the friction factor ratio for a straight twisted square 
duct with e = 0 and 17 = 1. For small Reynolds numbers, the 
friction factor is similar to the friction factor for the helical 
duct with Tj = 1. But for an increasing Re, the finite curvature 
of the helical duct rapidly increases the flow resistance. 

Conclusions 

Fully developed flow solutions have been obtained for he
lical square ducts of varying pitch or torsion. The finite-vol
ume method together with the SIMPLEC algorithm has been 
found effective in this highly non-linear problem. As in the 
case of a toroidal duct, stable solutions are only obtained for 
limited Dean number intervals. By using /i^-extrapolation the 
end points or limit points of these intervals were located ac
curately. It was found that for helical ducts of small torsion, 
the stability structure is scarcely affected by the torsion. The 
effect of a finite pitch is to distort the symmetry of the flow; 
the "lower vortex" of the secondary flow is enlarged at the 
expense of the upper vortex, and the maximum of the axial 
flow is shifted to the upper half of the cross-section. However, 
for ducts of small pitch the effect is minor. It was also found 
that the friction factor for a helical duct is almost identical to 
the friction factor for a toroidal duct with the same dimen
sionless curvature e. 

To be able to find unstable solutions, and thus to be able to 
determine a more complete bifurcation structure, a "direct" 
numerical method is necessary, as used for example by Win
ters (1987) and Daskopoulos and Lenhoff (1989) for a toroidal 
duct. Another issue that needs consideration in the future, con
cerns the validity of the assumption of a steady and fully de
veloped flow. Clearly, if no symmetry assumption is made, 
there are no stable solutions for certain Dean number intervals 
in the laminar regime. At these intervals the flow seems to 
oscillate between a two-vortex and a four-vortex structure. If 
unsteady computations are performed with the assumption of 
a fully developed flow, the oscillations are found to be tem
poral. If instead steady and parabolic computations are per
formed on a developing flow, the oscillations are found to be 
spatial (Sankar et al., 1988 and Bara et al., 1992). To reveal 
a more exact nature of the oscillations, it might be necessary 
to perform unsteady and fully elliptic computations of deve
loping flow. However, the choice of inlet and outlet conditions 
and the way disturbances or perturbations are introduced, will 
probably have a significant impact on the solution. It is likely 
that the real three-dimensional flow problem in a curved rect
angular duct possesses some sort of convective instability, which 
means that imposed perturbations will be convected down
stream, while they grow or develop in some way, cf. Bottaro 
(1993). 
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A Calculation Method for 
Developing Turbulent Flow in 
Rectangular Ducts of Arbitrary 
Aspect Ratio 
This paper describes a full Reynolds stress transport equation model for predicting 
developing turbulent flow in rectangular ducts. The pressure-strain component of the 
model is based on a modified form of the Launder, Reece and Rodi pressure-strain 
model and the use of a linear wall damping function. Predictions based on this model 
are compared with predictions referred to high Reynolds number and low Reynolds 
number k — t transport equation models and with experimental data taken in square 
and rectangular ducts. The results indicate that the proposed model yields improved 
predictions of primary flow development and Reynolds stress behavior in a square 
duct. The proposed model also yields Reynolds stress anisotropy and secondary flow 
levels that are compatible and agree well with experiment, without recourse to a 
quadratic damping function to model near-wall pressure-strain behavior. 

Introduction 
Turbulent flow in straight ducts of rectangular cross section is 

characterized by the presence of secondary flows superimposed 
upon the primary flow. In order to predict secondary flow, Reyn
olds normal and shear stress components acting in the cross 
plane must be modeled accurately. Within the framework of 
two-equation type turbulence models (e.g., k — t transport equa
tion models), Reynolds stress components must be modeled by 
means of an anisotropic (as opposed to Boussinesq type) eddy 
viscosity model. Models in this category include the high Reyn
olds number, k- e models proposed by Naot and Rodi (1981), 
Nakayama et al. (1983), Demuren and Rodi (1984), and Spezi
ale et al. (1993), and the low Reynolds number versions utilized 
by Nisizima (1990), Myong (1991), and Myong and Kobay-
ashi (1991). In the high Reynolds number models, wall func
tions are used to model the behavior of U, k, and e in the cross 
plane along the first mesh line adjacent to the wall, either via 
relationships that have been developed for two-dimensional 
boundary layer flows or via relationships which purportedly 
account for comer effects in their formulation. Gessner et al. 
(1991) have shown, however, that previously proposed wall 
functions for k and e are not wholly adequate for predicting 
streamwise comer flows, and that alternate wall functions 
should be specified in order to model observed near-wall flow 
behavior more accurately. 

In the high Reynolds number forms of the k — e model that 
have been applied to rectangular duct flows to date and, indeed, 
in a recent paper in which full Reynolds stress transport equation 
closure was employed (Demuren, 1990), the coefficient c^ 
which appears in the Prandtl-Kolmogoroff expression for the 
eddy viscosity, namely v, = cji^le, is specified as 0.09 (a 
constant). In the low Reynolds number versions of the fc - e 
model, Cf, is replaced by c^/^, where/^ is a damping coefficient 
that is typically specified as a function of y^ and Re, (cf. fVIyong 
and Kasagi, 1990 and Speziale et al., 1992). In a recent paper 
Gessner et al. (1993) have shown that specifying c^ as 0.09 is 
not compatible with experimentally observed damping coeffl-
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OF FLUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division 
December 26, 1993; revi.sed manuscript received January 13, 1995. Associate 
Technical Editor: G. Karniadalcis. 

cient behavior in the near-wall region of fully developed square 
duct flow. Their results also indicate that/;, varies in a complex 
manner as a comer is approached, so that sensitivity of/, to 
both y* and z* is required in any analytical formulation for/j . 
The problem can be circumvented by effecting closure to the 
system of equations via a Reynolds stress model that does not 
require apriori specification of c^ (or c^/^) in its application. 
One example of this approach is the fuU Reynolds stress trans
port equation model recently proposed by Launder and Li 
(1993). Their predictions of fully developed square duct flow, 
although limited in scope, agree reasonably well with experi
mental data. Another example is the nonlinear Reynolds stress 
model based on Renormalization Group (RNG) theory pro
posed by Barton et al. (1991) which does not require empirical 
adjustment of constants or special treatment for the near-wall 
region. 

Alternate models which require empiricism in the near-wall 
region include the large eddy simulation (LES) models for 
square duct flow proposed by Madabhushi and Vanka (1991), 
Balaras and Benocci (1992), Kajishima and Miyake (1992), 
and Su and Friedrich (1994). Predictions based on this approach 
generally agree well with experimental data, although the com
putational time required for a converged solution can be rela
tively long, even for simulation of fully developed square duct 
flow. The computational cost is even higher, of course, for 
DNS-type calculations, which have now been performed for 
low Reynolds number, fully developed square duct flow (cf. 
results presented by Gavrilakis, 1992; Madabhushi and Vanka, 
1993; and Huser and Biringen, 1993). In the study by Madab
hushi and Vanka, for example, 180 CPU hours on a CRAY-2 
computer were required for a converged solution at a bulk Reyn
olds number of 3850. 

The above-referenced RNG, LES, and DNS studies indicate 
that recent advances have been made in developing techniques 
for predicting streamwise corner flows with a minimum amount 
of empirical input. From the standpoint of available computer 
capability, these advanced techniques are presently limited to 
computing relatively low Reynolds number, rectangular duct 
flows under fully developed flow conditions. The need still 
exists, therefore, for a computationally efficient method that can 
be used to predict developing rectangular duct flows at high 
Reynolds number with good accuracy. The k — t transport 
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Wall bisector 

Wall V^[ 
z=0 

Wall y=0 

Fig. 1 Velocity components and coordinate system for rectangular duct 
flow 

equation models fulfill this objective to some extent, but not 
completely, because the numerical value for c^, the analytical 
forms for/^, and the wall functions prescribed in previous stud
ies do not model experimentally observed behavior in the near-
wall region. In the present paper, a full Reynolds stress transport 
equation model is proposed which obviates the need for speci
fying the behavior of c^ and /^ as empirical input. The only 
wall function that is utilized is the law-of-the-wall on the first 
computational meshline, which, on the basis of experimental 
results presented by Gessner et al. (1991, 1993), is a valid 
assumption. In the discussion that follows, the constitutive com
ponents of the overall model are briefly summarized. For a 
detailed discussion of the physical arguments leading to its 
development, the reader is referred to the thesis by Naimi 
(1993). 

Mathematical Formulation 

Equations of Motion. In reference to Fig. 1, let U, V, W 
and u, V, w denote the mean and fluctuating velocity compo

nents, respectively, referred to the xyz coordinate system shown 
in this figure. After the boundary layer approximations are ap
plied to the equations of motion, the Reynolds-averaged forms 
of these equations for steady, incompressible flow with constant 
properties can be written as: 
Continuity Equation: 

Reynolds Equations 

U 
dU 

dx 
+ V du 

dy 

du 
dx 

tions: 

dz 

1 dP I 
+ v] 

Q dx ' 

dV dW _ 
dy dz 

V dy' ^ dz')' 
duv 

"d7' 
duw 

'~d^ 

(1) 

(2) 

,,dV „dV „dV 
U—- + V-— + W—-

dx ay dz 
1 dp ^ J d'V 
Q dy \ dy' 

^^dW ,,dW „,91V 
U -1- V + W 

dx dy dz 
1 dp I d'W 
Q dz \ dy^ 

d'Y\ 

^ dz') 

dv' 
dy " 

dvw 

dvw 
'17 

dz 

(3) 

(4) 

where, following Patankar and Spaldmg (1972), the mean stetic 
pressure has been modeled as P = P(x) + p(y, z), with P(x) 
defined as the cross-sectional averaged pressure and p(y, z) 
as the perturbation pressure about P(x) caused by transverse 
momentum exchange. 

Reynolds Stress Transport Equation Model. In general, 
the Reynolds stress transport equations for steady, incompress
ible flow can be written as: 

OXt 
ij I W y I l^ij t y [J) 

where Py is the mean-strain generation, $;, is the pressure-strain 

N o m e n c l a t u r e 

a = duct half width 
a' = diagonal duct half width 
b = duct half height 

ci, C2, y = primary pressure-strain co
efficients 

c[, C2, y' = wall correction pressure-
strain coefficients 

Cei, Ce2 = coefficients, Eq. (29) 
c* = coefficient, Eq. (12) 
Di, = hydraulic diameter 
// = linear wall damping func

tion 
/^ = eddy viscosity damping 

function 
k = turbulence kinetic energy, k 

= kiu' + v' + w') 
Ip = Prandtl's mixing length, 

Eq. (27) 
p = cross-sectional perturbation 

pressure 
P = cross-sectional average 

pressure 

^ = turbulence kinetic energy 
production rate, Eq. (10) 

RCi = bulk Reynolds number, Rcj, 
= U.DJv 

Re, = turbulent Reynolds number. 
Re, = k'/ive) 

(s) = linear average wall distance, 
Eq. (28) 

u,v,w = fluctuating velocity compo
nents mx,y, z directions, re
spectively 

U, V, W = mean velocity components in 
x, y, z directions, respec
tively 

Uh = bulk (cross-sectional aver
aged) velocity 

Uc = centerline velocity 
U^. = local friction velocity, U^ = 

rrjg 
V = resultant secondary flow ve

locity, V = yly' + W' 
x, y, z = cartesian coordinates, Fig. 

(1) 
y' = diagonal coordinate 
y^ = dimensionless coordinate, y^ 

= yUr/u 

z* = dimensionless coordinate, z* = 
zUJf 

oicD = coefficient, Eq. (9) 
S = boundary layer thickness 
e = isotropic dissipation rate of k 
X = von Karman's constant 
1/ = kinematic viscosity 
v, = eddy viscosity 
^p = ratio of turbulence kinetic en

ergy production to its dissipa
tion rate, Eq. (13) 

g = fluid density 
(Tit, ac = diffusion coefficients 

T„ = local wall shear stress 
(// = dimensionless stream function 

defined by Hoagland (1960) 

Special Notation 
( ) = Reynolds averaged quantity 
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effect, D)j is diffusive transport, and e,y is the viscous dissipation. 
If CD(UiUj) is defined as the convection minus diffusion effect, 
and ASM{u,Uj) is defined as the combined effect of mean-strain 
generation, the pressure-strain effect, and viscous dissipation, 
then, on the basis of Eq. (5) , 

CD{UiUj) = ASM(UiUj) 

where 

and 

CD{u,Uj) = Uk 
dxk 

D,, 

ASM{uiUj) = Pij + ^ij - e,y 

(6) 

(7) 

(8) 

In the present work, CD(UiUj) was modeled by means of a 
composite model proposed by Eppich (1987), namely: 

CD(UiUj) = acD\ Uk -r-^ - ^ - \v + — ] — - ^ \ 
y dXk dXk L \ o-*/ OXk J J 

+ ( l - a c « ) H y ( ^ - e ) (9) 

where all terms are retained in the expanded form of Eq. (9) 
and the turbulent kinetic energy production rate, 0^, is equivalent 
to 

-dU -^ 

ox 

dV_ 

dy 

dW du 
— uv — 

dz dy 

dU 

dz 
' dV dW 

vw I --—t- —— 
dz ay 

(10) 

In Eq. (9) the turbulent eddy viscosity, p,, is related to the 
turbulence kinetic energy, k, and the isotropic dissipation rate, 
e, by 

î ( (11) 

observed in the present study, namely that numerical instabilit
ies can occur when ace is specified as unity for predicting 
developing flow in a square duct with non-uniform wall 
roughness, led to aco being specified as 0.75. This course of 
action is admittedly pragmatic, inasmuch as the convective term 
in Eq. (9) now becomes a modeled effect. 

In order to develop working expressions for ASM(UiUj), $,j 
in Eq. (8) was modeled by means of a modified form of the 
Launder, Reece, and Rodi (1975) pressure-strain model, as pro
posed by Eppich (1987). Terms involving streamwise gradients 
of the V and W velocity components and streamwise diffusion 
of the Reynolds stresses were neglected in the development. 
Consistent with the approach taken in modeling CD(uiUj), the 
dissipation rate tensor was modeled in terms of the isotropic 
dissipation rate e. The final working forms of ASM(UiUj) for 
the individual Reynolds stress components can be written as: 

ASMii?) = -ct-l? + -e(ct - 1) 
k 3 

+ 2^ — (0* - n*) + 2n^ — (0* - n*) 
ay dz 

(14) 

ASM(v') = -cf-v^ + -e{ct - 1) 
k 3 

+ TinJ — (0* + A*) + 20*uw — + S22 (15) 
dy dz 

ASM(^^) = -cf-^^ + -e(cf - 1) 

+ 211^ — (0* + A*) + 20*m — + S,, (16) 
dz dy 

ASM{uv) = -cf-JHi + ( A * ^ - n V + y*k) — 
k dy 

- n * w ^ + Sn (17) 
dz 

with 

c* = [|(cf - l)fi* - y*cf 

- {20*n* + 4A*n*)^p]/(cfy (12) 

and 

_ k / uv dU uw dU\ 

^''~ "lyJ'dy^Y ~dz) 
(13) 

where aco, crt, cf, y*, /3*, A*, fl*, and 11* are coefficients to 
be defined shortly. The analytical form for c* given by Eq. 
(12) is a derived result obtained by formal manipulation of Eq. 
(8) with ASM(UiUj) set equal to zero and with the secondary 
flow terms neglected in the expanded form of $,j. 

Equation (9) simplifies to an expression based on actual 
convection rates and a gradient diffusion model for D,y when 
acD = 1, and to an expression corresponding to the convection 
minus diffusion model proposed by Mellor and Yamada (1974) 
when ucD = 0. The need for this type of composite model is 
discussed briefly by Eppich (1987), who notes that k- e trans
port equation predictions based on the former model (aco = 1) 
yield a value for u^/k on the centerline of plane channel flow 
which is too high (1.2) compared to the experimentally ob
served value (1.0) for high Reynolds number operating condi
tions, and that the latter model (KCD = 0) yields a value for 
u^lk which is too low (0.67). According to Eppich, when aco 
is set equal to 0.75, the correct numerical value for u^lk is 
predicted (1.0). This observation, in conjunction with behavior 

ASMil^) = - c t - m + (A*«2 - n*w^ + y*k) — 
k dz 

rr*— ^ ^ \ c 
— 11*DW h i l l 

dy 

ASM{vw) = -c* -vw + A*uv — + A*uw — + S23 
k dz dy 

where Sij are defined by: 

Sn = 2/3* 
dW -.dv _ a v _ 9 w —, 

V h vw h UW h W 
dy dz dy dz 

S33 = 2w^ ^ (0* 
dz 

n*) + 2y*k — 
dz 

(18) 

(19) 

+ 2y*k— + 2u^ — (0*-n*) (20) 
dx dx 

-^ dV dV 
S22 = 2v' — (0*-n*) + 2y*k — 

dy dy 

dV dW 
+ 2w^^ (0* - n * ) -h 2 w ^ ^ (/?* + A*) 

dz dy 

+ 2/3* M^— + w^—• 
\ dx dz 

(21) 
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dW dV 
+ 2 w ^ ^ (/?* - n * ) + 2 w — (/?* + A*) 

oy oz 

_ dw 
Su = S Pun -—- + uw 

oz 
A * ^ - n * ^ 

ay oz 

dV I dY dW 
5n = n * ^ — + lii A* ^ - n* ^ ^ 
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(23) 

(24) 

V az Sy / V 9y dz) 

The coefficients which appear in Eqs. (14 ) - (25) are as fol
lows: 

cf = Ci + c[f, 

C* = C2 + Cifl 

y* = y + y'f, 

P* = - ( 2 + 3C2*)/11 

A* = P* + ct 

n* = 1 - a* - 2,9* -

a* = (10-f-4c2*)/ii n* = n* + A* 
where Ci, Ca, and y correspond to primary pressure-strain coef
ficients, c[, c'2, and y ' correspond to wall correction coeffi
cients, and /, is a linear wall damping function. In the present 
study these coefficients were set equal to the numerical values 
recommended by Eppich (1987), who determined values for 
Ci, C2, and y on the basis of comparisons with plane homoge
neous shear flow data taken by Champagne et al. (1970) and 
Harris et al. (1977). Numerical values for c[, c'2, and y ' were 
selected by examining near-wall Reynolds stress levels mea
sured in fully developed pipe flow and plane channel flow. The 
values for these coefficients are summarized below: 

1.4 C2 = 0.385 y = -0.12 

c[ = -0.76 c'2 = -0.043 y' -0.066 

In contrast to the quadratic wall damping function specified by 
others as a means of modeling near-wall effects on pressure-
strain behavior (Demuren and Rodi, 1984; Demuren, 1990), 
the use of a linear wall damping function, /;, as proposed by 
Gessner and Eppich (1981), was found to be entirely adequate 
in the present study. The adopted form for// is based on Buleev's 
(1963) length scale model for rectangular duct flows and can 
be written as: 

/ 
k 

•x.(s) 

where 

and 

J_ 
is)" 

I ( 
h 

V(2a 

,.*t \3/4/.3/2 

e 

-y)' + z' 

(26) 

(27) 

(2a - y)z 

Vy" + (2b - z)' 

y(2b - z) 

V(2a - yY + {2b - z)^ 

. (2a - y){2b - z) 
(28) 

In order to close the system of equations, the high Reynolds 
number form of the transport equation for e appropriate for 
developing rectangular duct flows was employed, namely (cf. 
Demuren and Rodi, 1984): 

ox ay 
w 

d 
dz 

de _ 8 
dz dy 

7 _^'^,\de' 

J dz_ k Ca- (29) 

The remaining empirical coefficients that appear in Eqs. (9) -
(29), namely o-j, a^, c^, and Ca were assigned the following 
numerical values: 

at = 1.0 c„ = 1.44 
a, = 1.2 Ca = 1.92 

The value for a^ is the same as the one originally specified by 
Launder and Spalding (1974), whereas the dissipation coeffi
cient ffe was assigned a value of 1.2, which is slightly less than 
Launder and Spalding's value (1.3), but close to the value 
selected by Bo et al. (1991) in their numerical simulation of 
turbulent flow in a rotating square duct (1.22). The values 
chosen for Cji and c,2 (1.44 and 1.92, respectively) are standard 
values specified in the high Reynolds number form of the dissi
pation rate transport equation (cf. Naot and Rodi, 1981; Nakay-
ama et al., 1983; Demuren and Rodi, 1984). 

Wall Function and Boundary Condition Specification. 
The proposed differential Reynolds stress model given by Eqs. 
(6) - (29), hereafter designated as the DS model, is not applica
ble in the immediate vicinity of a wall and therefore wall func
tions must be specified on the first computational mesh line 
adjacent to the wall. In all of the simulations described in this 
paper, the first mesh line was always positioned at a y * location 
within the interval 30 < y^ =̂  100, so that the law-of-the-wall 
could be applied as the wall function for U on that line. The 
velocity component normal to the wall was set equal to zero 
on the wall, whereas the binormal velocity component was spec
ified on the first mesh line following the procedure outlined by 
Tatchell (1975). In order to simulate the behavior of the indi
vidual Reynolds stresses in the near-wall region, the convective 
and diffusive terms in the Reynolds stress transport equations 
were initially omitted, which resulted in a set of algebraic ex
pressions that served as a near-wall boundary condition for the 
Reynolds stress field. This procedure, although attractive, was 
not successful because calculations based on this approximation 
were numerically unstable. As an alternative, convection and 
diffusion effects were retained in the Reynolds stress transport 
equations in the near-wall region and a zero gradient condition 
was applied to each Reynolds stress component at the wall. 
This alternate treatment eliminated the numerical instabilities 
noted earlier. Inasmuch as rectangular ducts of different aspect 
ratio were considered in the present work, computations were 
performed over a full quadrant of the duct. In reference to 
Fig. 1, the assigned wall boundary conditions for the Reynolds 
stresses were: for the solid wall defined by y = 0, 
d{UiUj)/dy\„ = 0, i,j = 1, 2, 3 and for the solid wall defined 
by z = 0, d(UiUj)ldz\w = 0, i, j = 1, 2, 3. These boundary 
conditions were actually applied between the wall and the first 
grid line parallel to the wall. Along the first mesh line adjacent 
to each wall it was assumed that the dissipation rate, e, is equal 
to the turbulence kinetic energy production rate, ^ , as evaluated 
from Eq. (10). The dependent variables identically zero on 
planes of symmetry (e.g., along the wall bisectors y = a and z 
= b in Fig. 1) were set equal to zero and a zero gradient 
condition was applied on each bisector to variables symmetric 
about the bisector. 
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Solution Procedure. In order to solve the system of equa
tions, a revised version of the staggered cell, three-dimensional, 
streamwise-marching SIMPLER algorithm of Patankar (1980) 
was employed. For purposes of comparison the ^ - e transport 
equation model proposed by Demuren and Rodi (1984), hence
forth designated as the DR model, was also coded. In square 
duct flow calculations utilizing either the DR or DS model, a 
20 X 20 clustered grid in one quadrant of the duct was used, 
because computations referred to 30 X 30 and 40 X 40 clustered 
grids yielded essentially the same results. More specifically, 
diminished differences occurred with grid refinement which in
dicated that a grid invariant solution had been reached. Addi
tional computations referred to a 3:1 aspect ratio duct were 
performed using a 60 X 20 clustered grid. At the duct inlet {xl 
Dh = 0) , a low turbulence level, uniform mean flow was as
sumed {U = Uh,V =W =0), and k and e were assigned small 
values, so that the turbulent eddy viscosity was several times 
larger than the kinematic viscosity. At this location, the Reyn
olds shear stress components were set equal to zero and each 
Reynolds normal stress component was set equal to (2/3)k. 

Starting with these initial conditions, the system of equations 
was solved over a development length that extended from x/ 
Dft = 0 to x/D), = 84 for comparisons with square duct flow data 
obtained by Gessner and his co-workers (1981, 1982, 1993), to 
x/D,, = 90 for comparisons with data obtained by Fujita (1978), 
and to x/D,, = 75 for comparisons with data obtained by Hoag-
land (1960) in a 3:1 aspect ratio duct. The initial forward step 
size was typically 0.0025 D;,. For the DR model, the forward 
step size was progressively increased from 0.0025 D^ to 
0.025 D,,. This model became susceptible to numerical instabilit
ies, however, as the step size was increased to values above 
0.025 D^. In contrast, the DS model was quite stable, even when 
a maximum forward step size of 0.05 D^ was used. For the range 
of forward step sizes considered, results based on the DR and 
DS models were found to be nearly independent of step size 
when a converged solution could be obtained. Furthermore, in 
comparison to the DR model, the DS model required less itera
tion cycles in the cross plane to meet the same convergence 
criteria. The convergence criteria included a residual check on 
all of the flow properties, together with a check on local (indi
vidual cell) mass flow and global (duct cross section) mass 
flow conservation. The local and global mass flow criteria were 
1 X lO"'" and 1 X 10^'^ respectively, when normalized by the 
bulk mass flow rate. The fewer number of cross plane iterations, 
together with the larger axial step size, enabled the DS model 
computations for a given run to be completed in roughly the 
same amount of computer time as that required for the DR 
model. Thus, the computational time required to implement the 
DS model, which consists of seven transport equations for the 
turbulence-related variables, was essentially the same as that 
associated with implementation of the two transport equation 
DR model. The runs were performed on an APOLLO series 
10000 workstation. Each square duct run took about three hours 
to complete, which is roughly equivalent to 12 minutes of CPU 
time on a CRAY type computer. 

Results and Discussion 

Developing Flow in a Square Duct. The streamwise de
velopment of axial mean velocity in a square duct at Re^ = 
250,000 is shown in Fig. 2. The distributions apply at fixed 
distances from the wall along the waU bisector (Fig. 2(a)) and 
comer bisector (Fig. 2(fc)) of the duct, where y' and a' in Fig. 
2(b) correspond, respectively, to the diagonal distance from 
the comer and the diagonal half width of the duct. In this figure 
data reported by Gessner (1982) are compared with predictions 
referred to the DR and DS models, and with predictions pre
sented by Myong and Kobayashi (1991), which are based on 
the low Reynolds number, k - e transport equation model devel
oped by Myong (1988), henceforth designated as the MY 
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Fig. 2 Predicted and measured axial mean velocity distributions at fixed 
distances from tfie wall of a square duct, Rej, = 250,000. Data: • , Gessner 
(1982); , DR model; , MY model; , DS model. 

model. In reference to Fig. 2(a), it can be seen that all three 
models perform reasonably well for predicting local flow devel
opment along the wall bisector. There are, however, some sys
tematic differences between predictions and experiment. Along 
the axial centerline of the duct (y/a = 1.0), the MY model 
predicts too rapid an increase in U/Ut values downstream of 
the duct inlet before peaking occurs. Along this same traverse, 
the DS model predictions agree well with experiment, whereas 
predictions based on the DR and MY models decay too rapidly 
beyond the U/Ub peak near x/D^ = 38. In this context it should 
be noted that the observed peaking On the axial centerline is not 
a secondary flow effect, but the result of shear layer interactions 
which occur as the boundary layers on opposite walls of the 
duct merge. In reference to Fig. 2(b), it can be seen that DS 
model outperforms the DR model on the corner bisector over 
the entire flow development region. The differences between 
predictions and experiment in the near corner region just down
stream of the duct inlet (cf. the distributions ofy'/a' = 0.02, 
0.04, and 0.06 between x/D^ = 0 and 5) are not attributable to 
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(a) x/Dft = 84, Ret = 250,000 (b) x/Dh = 90, Re = 65,000 

Fig. 3 Predicted and measured U/Uc contours for square duct flow. 
Data: , Gessner (1982), Re^ = 250,000; Fujita (1978), Re^ = 65,000; 

, Predictions. 

model deficiencies, but are the result of delayed transition in 
the comer region of the experimental flow. As a result, for a 
short distance along the duct, an outwardly directed transverse 
flow was present in the comer region which convected low 
momentum fluid away from the comer, resulting in the rela
tively low experimental U/Ub values seen in Fig. 2(b). 

The ability of the DS model to predict primary flow behavior 
can be demonstrated further by referring to the results in Fig. 
3, which shows predicted and measured isovelocity contours in 
the cross plane of a square duct for fully developed flow condi
tions. In reference to predictions based on the DR and MY 
models, it can be seen that predicted contours do not penetrate 
as deeply into the comer region as their experimental counter
parts. This lack of penetration is typical of results referred to 
previously proposed methods of closure based on the use of 
two transport equations (i.e., k - e, k - I, k — LJ, or k - T 
models). For closure at the full Reynolds stress transport equa
tion level. Fig. 3 shows that proper penetration and improved 
agreement is possible when the DS model is employed. 

Local wall shear stress distributions corresponding to the 
results in Fig. 3 are shown in Fig. 4. In this figure, local wall 
shear stress values are normalized by the bulk dynamic pressure, 
rather than the spanwise-averaged wall shear stress, in order to 
illustrate more clearly the predictive capabilities of each model. 
In reference to the lower set of distributions, the DR and MY 
models outperform the DS model in the immediate vicinity of 

0.0 0.2 0.4 0.6 0.8 1.0 
y/a 

Fig. 4 Predicted and measured local wall shear stress distributions for 
fully developed square duct flow. Data: • , Lund (1977), Rej, = 250,000; 
• , Fujita (1978), Ret = 65,000; , DR model; , MY model; 

, DS model. 

•X 100 

0.0 

-0.5 

-1.0 

-1.5 

-?n 

• ^*-r' 

0.0 0.2 0.4 , 0.6 O.i 
y /a ' 

a) J/DA=40 

1.0 

-0.5 

•X 100 
-1.0 

-1.5 

-2.0 

b)»©y,=84 

Fig. 5 Secondary flow velocity component profiles along the corner 
bisector at xlOh = 40 and 84 for square duct flow, Re^ = 250,000. Data: 
• , Gessner and Emery (1981); A, Lund (1977); , DR model; , 
IWY model; ——, DS model. 

the comer (0 < yla < 0.1), but that the DS model performs 
best as the wall bisector is approached {yla ^ 1.0). In reference 
to the upper set of distributions, the DS model outperforms the 
MY model in the near comer again, but elsewhere the MY 
and DS models respectively overpredict and underpredict the 
experimental distribution by similar amounts. On balance, all 
three models perform reasonably well, but with systematic dif
ferences between predictions and experiment, which implies 
that further work on model development is needed in order to 
realize improved agreement. 

This same comment applies to predictions of secondary flow 
in a square duct, as indicated by the results in Fig. 5, which 
shows predicted and measured secondary flow velocity distribu
tions along the comer bisector of a square duct at two stream-
wise locations {xlD^ = 40 and 84) for Rê  = 250,000. Figure 
5(a) indicates that the DS model is the best overall performer 
at xlDy, = 40 relative to performance by the DR and MY models, 
which, respectively, underpredict and overpredict secondary 
flow levels along a portion of the bisector. At xlD^ = 84, Fig. 
5{b) shows that predictions based on the MY model agree best 
with the data reported by Gessner and Emery (1981). This 
figure also shows that predictions by the DR and DS models are 
quite similar at x/D^ = 84, although primary flow isovelocity 
contours predicted at this same location are quite different (refer 
to Fig. 3(a)). In order to examine this apparent anomaly more 
closely, predictions referred to both models were compared with 
secondary flow data obtained by Lund (1977) in the near-wall 
region of a square duct at x/D^ = 84 and Rê  = 250,000. These 
results, which are shown in Fig. 6, indicate that secondary flow 
profiles predicted by both models agree relatively well with the 
experimental profiles, which satisfy continuity in the cross plane 
to the extent that cross flow directed toward the comer at each 
z/a location agrees to within 20 percent with cross flow directed 
away from the corner. The irregularities that appear in the DR 
model predicted secondary flow (Fig. 6(a)) are due to the 
Reynolds stress gradient source terms, which varied consider
ably between the first and second computational cells away 
from a wall when the DR model was employed. The secondary 
flow velocities measured by Lund on the comer bisector, when 
superimposed on the results shown in Fig. 5(b), indicate that 
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Fig. 6 Secondary flow velocity component profiles In the near-waii re
gion of a square duct, xlD^ = 84, Ret, = 250,000. Data: , Gessner 
et al. (1993); , Predictions. 

the earlier data, as reported by Gessner and Emery (1981), are 
somewhat high. Predictions referred to all three models agree 
better with Lund's data in the near comer region, which implies 
that all three models may be performing properly. If this is true 
and secondary flow predictions by the MY, DR, and DS models 
are, in fact, all relatively accurate in the entire cross section at 
xlD^ = 84, then differences among the three models with re
spect to predicting the primary flow are not due primarily to 
inaccurate prediction of the secondary flow. 

As Fig. 3 indicates, the DS model correctly predicts experi
mentally observed isovelocity penetration into the comer region 
whereas the MY and DR models do not. Aside from differences 
in wall function and/or boundary condition specification, one 
of the major differences among these jiiodels_is that the DS 
model employs transport equations for v^ and w^, whereas the 
MY and DR models utilize algebraic expressions for these stress 
components. Accordingly, the DS model accounts directly for 
convective and diffusive transport effects on û  and w^ and, 
more importantly, onjhe anisotropy between these two stress 
components, namely v^ ~ w^. Inasmuch as gradients of D^ — 
w^ act as a secondary flow source term in the axial vorticity 
equation, one would anticipate that more accurate modeling of 
u^ - w^ would lead to more accurate simultaneous prediction 
of the primary and secondary flow velocity fields. If one as
sumes that secondary flow predictions by the MY, DR, and DS 
models are all relatively accurate at x/D,, = 84 (as they appear 
to be at xlD,, = 40; refer to Fig. 5 (a ) , then_the neglect of 
convective and diffusive transport effects on û  and w^ in the 
MY and DR models may be responsible for the inability of these 
models to predict experimentally observed isovelocity contour 
penetration into the corner region, as indicated by the results 
shown in Fig. 3. 

In order to explore this point further, additional computations 
were performed using the high Reynolds number, k — e trans
port equation model proposed by Eppich (1987). This model 
employs the same coefficient values as those prescribed in the 
DS model and is derivable from the DS model when the equa

tions which simulate convective and diffusive transport effects 
on the Reynolds stress components are replaced by the algebraic 
relationships proposed by Eppich. This model, when applied by 
Eppich to plane channel flow, yielded very good agreement 
between predictions and experiment for the primary flow and 
the individual Reynolds stresses, and outperformed the DR 
model for this limiting case. In the present study, when Eppich's 
k - e model was used to predict developing flow in a square 
duct at Rcfc = 250,000, the secondary flow was significantly 
underpredicted, and predicted isovelocity contours did not pene
trate into the corner region. These results demonstrate that it is 
important to include convective and diffusive transport effects 
on v^ — w^ in the overall model and that these effects must be 
simulated accurately. 

The importance of accurately modeling the anisotropy be
tween v^ and w^ can also be demonstrated by referring to^ig. 
7, which shows predicted and measured distributions of (u^ -
w^)/Ulm the near-wall region of a square duct. The operating 
conditions for these data are the same as those shown in Fig. 
6 (x/Dh = 84, Ret = 250,000), and therefore direct comparisons 
can be made between the results shown in each figure. In refer
ence to Fig. 7, it can be_seen that the DR model overpredicts 
the anisotropy between v^ and w^ along the traverses y/a = 
0.02 and 0.03. This behavior is the direct result of the wall 
correction coefficients specified by Launder et al. (1975) in 
their pressure-strain model, as adopted by_£emuren and Rodi, 
which yield an anisotropy level - (u^ - w^)/k = 0.33 in the 
near-wall region. This value is well above the consensus value 
established by Eppich (1987) for fully developed pipe flow 
(0.24) and plane channel flow (0.20). In contrast, the wafl 
correction coefficients employed in the DS model yield a more 
reasonable anisotropy level in the near-wall region, namely -
(u^ - w^)/k = 0.21, which is close to the consensus value for 
square duct flow established by Eppich (0.20). As a result, 
predictions based on the DS model in Fig. 7 are in good 
agreement with anisotropy levels measured in the immediate 
vicinity of the wall, whereas predictions based on the DR model 
are too high. Demuren and Rodi compensate for this behavior 
by specifying a quadratic wall damping function in their pres
sure-strain model. This maneuver is relatively successful in 
maintaining secondary flow at acceptable levels, as indicated 
by the DR model predictions shown in Fig. 6a. This is accom
plished, however, by artificially damping anisotropy levels that 
are too high. In contrast, the DS model yields anisotropy and 
secondary flow levels that agree well with experiment (refer to 
Figs. 6(b) and 7) , which implies that the linear wall damping 
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Fig. 7 Predicted and measured anisotropy between v' and w' in the 
near-wail region of a square duct, X/DA = 84, Ret, = 250,000. Data: • , 
Eppich (1982); , DR model; , DS model. 
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Fig. 8 Predicted and measured (fc/L^) x 10^ contours for square duct 
flow, Ret = 250,000. Data: , Gessner (1982); , Predictions. 

function, as prescribed by Eqs. (26) - (28), is performing prop
erly. 

The discussion thus far has centered on similarities and differ
ences among the DS, DR, and MY models as they pertain to 
primary and secondary flow predictions in a square duct. The 
relative capabilities of each model for predicting Reynolds 
stress behavior is also of interest. Figure 8 shows turbulence 
kinetic energy contours predicted by the DR and DS models at 
two streamwise locations (x/D,, = 24 and 84) for Re^ = 
250,000. Corresponding contours of the primary shear stress 
component uw are shown in Fig. 9. For purposes of comparison 
experimental contours reported by Gessner (1982) are included 
in both figures. In the developing flow region (at x/D^ = 24) 
Figs. 8(fl) and 9(a) show that the DR model predicts bulges 
in k and uw contours near the wall z = 0 at y/a == 1.4 which 
are not present in the experimental flow. This occurs because 
secondary flow levels are apparently overpredicted by the DR 
model in this region, a region where experimental data are not 
available for purposes of comparison. In contrast, the DS model 
appears to predict secondary flow levels correctly at x/Di, = 
24, because predicted and measured turbulence kinetic energy 
and Reynolds shear stress contours agree relatively well at this 
location. In the fully developed flow region (at x/D^ = 84), 
Figs. S(b) and 9(b) show that both models perform reasonably 
well in predicting experimentally observed behavior. Again, 
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Fig. 9 Predicted and measured -(uw/Ul) x 10^ contours for square 
duct flow, Ret = 250,000. Data: , Gessner (1982);-—-.Predictions. 
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Fig. 10 Predicted and measured U/Uc contours for fully developed flow 
In a 3:1 aspect ratio rectangular duct. Ret = 60,000. Data: , Hoag-
land (1960); , DS model. 

however, there are systematic differences between predictions 
and experiment, namely lesser penetration of predicted k con
tours into the comer region, which indicates that further work 
on model development is still needed. In this context, it should 
be noted that when the calculations were repeated using the DS 
model with aco = 1 (convection exact; refer to Eq. (9)) , better 
overall agreement was obtained between predictions and experi
ment, as evidenced by greater penetration of predicted k con
tours into the corner region. 

Fully Developed Flow in a Rectangular Duct 
The DS model was also used to predict fully developed flow 

in a 3:1 aspect ratio, rectangular duct for comparison with Hoag
land's data at Rcj = 60,000. Predicted and measured primary 
flow isovelocity contours are shown in Fig. 10; the correspond
ing predicted and measured secondary flow patterns are shown 
in Fig. 11. The level of agreement between predictions and 
experiment in Fig. 11 is similar to that observed by Speziale et 
al. (1993) , who compared secondary flow predictions based on 
two levels of closure (k — e and full transport equation model 
predictions) with Hoagland's data. Figure 11 shows that second
ary flow stream function contours predicted by the DS model 
agree very well with contours evaluated from Hoagland's sec
ondary flow measurements. The predicted and measured isovel
ocity contours in Fig. 10 also agree well, except for a region 
near the wall bisector y/a = 1.0. More specifically, near y/a = 
1.0, the predicted U/Uc = 0.9 contour is relatively undistorted, 
whereas the experimental U/Uc = 0.9 contour is outwardly 
distorted in a manner indicative of secondary flow directed 
away from the wall z = 0. Close comparison with Hoagland's 
secondary flow results in Fig. 11 shows that this outward distor
tion occurs at a location where the measured secondary flow is 
actually directed toward the wall z = 0. It appears, therefore. 

ya=i 

z/A=l 

Fig. 11 Predicted and measured •/> x 10 ° contours for fully developed 
flow in a 3:1 aspect ratio rectangular duct, Ret = 60,000 
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that the lack of agreement between predicted and measured 
isovelocity contours in Fig. 10 near yla ~ 1.0 may be due 
primarily to inaccuracies in the measured contours, rather than 
to deficiencies in the predictive capability of the DS model. 

Concluding Remarks 
A full Reynolds stress transport equation model has been 

presented in this paper which can be used to predict developing 
turbulent flow in rectangular ducts of arbitrary aspect ratio. The 
pressure-strain component of the model employs primary and 
wall correction coefficients which are derived wholly from com
parisons with pipe flow and plane channel flow data. The con
vection minus diffusion effect is modeled by means of a modi
fied version of the model originally proposed by Mellor and 
Yamada (1974). Predictions based on the overall model have 
been compared with predictions referred to the /: - e transport 
equation models proposed by Myong (1988) and by Demuren 
and Rodi (1984). The results indicate that the proposed model 
outperforms these models with respect to predicting primary 
flow behavior in a square duct. The proposed model also yields 
improved Reynolds stress predictions in the developing flow 
region of a square duct in comparison to predictions based 
on the Demuren and Rodi model. Secondary flow predictions 
referred to all three models are comparable at, and beyond, a 
streamwise location where the wall boundary layers first merge 
and are in relatively good agreement with experimental data. 
Local wall shear stress predictions show slight, but systematic, 
deviations from experimental results for all three models. _ 

The proposed model is self-consistent in that predicted û  — 
w^ anisotropy levels in the near-wall region of a square duct 
agree well with experiment. As a result, secondary flow levels 
are predicted with good accuracy using a linear wall damping 
function in the pressure-strain component of the model. This is 
not possible if the pressure-strain wall correction coefficients 
proposed by Launder et al. (1975) are adopted, as was done 
by Demuren and Rodi, which lead to relatively high predicted 
v2 _ vv2 anisotropy levels in the near-wall region. Under these 
conditions, secondary flow levels cannot be predicted with rea
sonable accuracy unless a quadratic wall damping function is 
used, as was specified by Demuren and Rodi in their model. 
This paper has shown that improved predictions are possible 
when convective and diffusive transport effects on û  and w^ 
are included in the overall model. The low Reynolds number 
and high Reynolds number forms of the fc - e model all utilize 
algebraic relationships to model the behavior of û  and w .̂ As 
a consequence, further model modifications at this level of clo
sure are not likely to lead to significant improved agreement 
between predictions and experiment. 
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The Effect of Rotary Arms 
on Corotating Disk Flow 
This investigation studied the impact of rotary style arms on the flow between co-
rotating disks contained by a stationary cylindrical enclosure. Both ventilated and 
nonventilated hub configurations were considered. The particular geometry used 
represents a simplified model for common disk drives. Flow visualizations were per
formed over the Reynolds number range of 3.4 X 10'' to 3.4 X 10\ The arms were 
observed to dramatically alter the flow field and to produce an azimuthal pressure 
gradient throughout the flow field. The dominant feature of the flow between two 
disks was the arm wake. Moreover, an exchange of fluid across the shroud opening, 
which provided arm access, was observed. Arm effects became stronger as the arm 
tips were positioned closer to the hub. The combination of arms and radial through 
flow was studied over a similar Reynolds number range. In this case, the flow field 
remained dominated by arm effects, although some effects-arising from the radial 
flow were observed. 

Introduction 

This investigation builds upon the current understanding of 
the flow structure associated with a disk drive geometry. Both 
particle transport and heat transfer effects are influenced by 
the physical constraints of various geometric components in
side a disk drive. To date, flow studies have been performed 
in configurations having varying degrees of geometric simpli
fication relative to production disk drives. This study focuses 
on the flow structure effects arising from two common ele
ments fpund in disk drives: rotary arms and a ventilated hub. 
Hence, the objectives to this study are to explore the influence 
of a rotary arm obstruction on the global flow structure and to 
study the interaction between arm induced effects and those 
arising from radial flow through the ventilated hub. The radial 
through flow is driven by the pumping action of the rotating 
disks. 

The simplest geometry relevant to disk drive flows consists 
of a rotating assembly of disks enshrouded by a stationary cir
cular cylinder. This flow has been studied by several inves
tigators and is summarized by Abrahamson et al. (1989) and 
Schuler et al. (1990). As characterized by Abrahamson et al. 
the flow structure consists of three distinct regions, each of 
which represents domination by different terms in the equa
tions of motion. Flow in the inner region, which extends from 
the hub to approximately 75 percent of the disk radius, is dom
inated by the effects of rotation. The resulting flow rotates in 
solid body motion, exhibiting little or no motion relative to the 
spinning disks. In contrast the Shroud Boundary Layer region, 
extending from the shroud inward to approximately 90 percent 
of the disk radius, is dominated by viscous forces due to the 
no-slip condition on the wall. An outer region occupies the 
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space between these two regions and represents a mixture of 
rotational and viscous effects. This interaction results in a cir-
cumferentially-periodic train of large, axially-aligned vortices, 
which are nearly uniform in size, approximately span the ra
dial extent of the outer region, and rotate contrary to disk ro
tation. These vortical structures force the boundary separating 
the inner and outer regions to take the shape of a polygon. 

The introduction of an arm between two disks modifies the 
flow field. Inside disk drives, the arm supports the read/write 
heads. The effects due to radially oriented arms has been in
vestigated by Tzeng and Humphrey (1989), Abrahamson et al. 
(1989), and Usry et al. (1990). However, many manufacturers 
use a rotary style arm, which generates fewer wear particles. 
This investigation focuses on the effects due to rotary arms. 

Ventilation (or perforation) of the hub assembly has been 
used in production disk drives with the objective of improving 
particulate filtration by enhancing global mixing. Ventilation 
permits radial flow through the rotating assembly in an effort 
to transport contaminants away from the region between the 
disks. Owen and Pincombe (1980), Abrahamson et al. (1991), 
and Humphrey et al. (1992), all used an external pump to drive 
the radial flow to study ventilation effects. In production disk 
drives, this flow is typically driven by the self-pumping action 
of the rotating disks. This configuration has been studied by 
Girard and Abrahamson (1993). 

A study by Gor et al. (1993) measured the combined effects 
of hub ventilation and obstruction by a radially inserted arm 
using laser Doppler anemometry. Data were reported for var
ious azimuthal locations. 

Experimental Facility 

A clear acrylic tank was used for this study, The rotating 
assembly consists of four glass disks and three spacer rings as 
shown in Pig. 1. The three spacer rings were either all solid 
or all perforated as described in Girard and Abrahamson (1993). 
A transparent cylindrical shroud enclosed the disk assembly. 
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Fig. 1 Experimental apparatus 
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Using the disk radius (254 mm) as a length scale, the hub 
radius is 0.5, the disk spacing is 0.0625 and the shroud radius 
is 1.031. Water is the working fluid. 

The principle dimensionless parameter governing the fluid 
mechanics in a disk drive is the Reynolds number. The Reyn
olds number is Re = flR^/v, where fl is the rotational speed, 
R is the disk radius, and v is the kinematic viscosity. For com
parison, the Re for a production drive operating at approxi
mately 25°C may be expressed in industry standard units as 
Re = 1.07ND^, where N is the rotational rate in rpm and D 
is the disk diameter in inches. A cylindrical coordinate system 
(r, 6, z) is used where r and z represent the radial and disk 
spin axis-aligned coordinates, respectively. 

Two flow visualization studies were completed. A detailed 
explanation of the dye technique, which incorporates the pH 
indicator bromothymol blue, can be found in Abrahamson et 
al. (1989). The flow field motions were recorded on video 
tape. 

The first study explored the effect of arms modeled after the 
rotary actuated arms found in many current disk drives. The 
body of each arm was made of PVC while the head suspen
sions were thin stainless steel plate. The suspensions modeled 
the fluid dynamic blockage of production suspensions, not the 
actual slider/suspension dynamics. Other arm attachments found 
in actual disk drives, such as the signal leads from the heads, 
were not modeled. To provide access for the arm assembly, 
the circular shroud has an opening of approximately 45 deg as 
shown in Fig. 2. The arm assembly consisted of four arms, 
one arm inserted into each interior disk gap and the fourth fit 
below the bottom disk. The axial blockage due to an arm was 
approximately 52 percent of the disk-to-disk spacing. The Re 
for this study ranged from 3.4 x 10"* to 3.4 x lO'. 

A second study combined the effects of the arms and ven
tilation flow. The solid spacer rings were replaced with per
forated rings to allow the disks to pump fluid through the ro
tating assembly. For this study, the Re ranged from 2.69 x 
10* to 1.34 X lOl 

Results and Discussion 

The discussion below focuses on the impact of arms on the 
flow field with and without ventilation. Moreover, the argu
ments expand upon the description of the flow field by Abra-
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STRUCTURE 

FLOW PATH 
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FLOW PATH INTO 
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3-DIMENSIONAL 
WAKE FLOW -ARM TIP 

- SUSPENSION 

Fig. 3 Flow characteristics Induced by rotary arm 

hamson et al. (1989). A sketch of the resulting flow with ro
tary arms and no ventilation is shown in Fig. 3 and a frame 
from a flow visualization video recording is shown in Fig. 4. 
In general, arm effects become more pronounced with in
creased rotational rate (Re) and arm penetration toward the 
hub. Additionally, the visual periodicity observed in the sim
plified, axisymmetric configuration is no longer present. 

As a consequence of the arm blockage, two regions in the 
flow field were observed to support coherent vortical struc
tures where none were observed in the axisymmetric case. In 
the near hub region, vortices were observed infrequently, usu
ally less than one structure present at any instant. In this re
gion, a structure formed downstream of the arm tip, adjacent 
to the hub and rotated with the same sense as the disks. The 
structure became distorted or destroyed when accelerated through 
the converging channel formed between the arm and the hub 
(see Fig. 3). Video recordings revealed tangential slip of fluid 
relative to the disk surfaces in this region with the slowest flow 
upstream of the arms and the fastest flow between the arm tip 
and hub. The dependence of tangential velocity on d indicated 
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Fig. 5 Flow cliaracteristics for combination of rotary arm and hub 
ventilation 

an azimuthal pressure gradient existed. Furthermore, flow vi
sualizations indicated arm blockage produced an azimuthal 
pressure gradient throughout the flow field with the highest 
pressure on the upstream side of the arm at large r. 

The azimuthal pressure gradient caused a strong shear at the 
arm tip. Visually, a continuous train of vortices were observed 
emanating from the arm tip with vortex axes aligned with the 
disk spin axis. These structures rotated contrary to both disk 
rotation and near hub vortices. Physically, the large dynamic 
head at the outer radii in conjunction with the inclination of 
the arm axis relative to a radial line (see Fig. 2) provided a 
favorable pressure gradient along the upstream face of the arm. 
From the convergence of streamlines in the gap between the 
arm and hub, fluid was observed to accelerate toward the arm 
tip as depicted in Fig. 3. Along the downstream face of the 
arm, the flow was retarded due to blockage effects. The higher 
speed flow was observed to separate from the sharp comer at 
the tip, forming a separation line which rolled up into a mixing 
layer-like structure as shown in Fig. 3. The vortices grew in 
size and were observable downstream for approximately 150 
deg before becoming indistinguishable from the arm wake. In 
contrast, fluid acceleration towards the tip was less pro
nounced for radially oriented arms (Abrahamson et al., 1991). 

The previously described hub vortices were observed to form 
between sequential mixing layer vortices, so it is likely that 
the mixing layer vortices and their images inside the hub con
tribute to the formation of the hub vortices. 

The outer region vortices observed in the axisymmetric, solid 
hub geometry were not observed when the arms were present. 
Indeed, the flow at radii previously described as the outer re
gion was substantially different with arms present. The flow 
between the relatively low turbulence region near the hub and 
the shroud boundary layer region was dominated by the three-
dimensional arm wake. 

Since only a portion of the approaching flow to the arm gets 
diverted into the converging channel flow, the remaining por
tion travels between the arm and disk. The high pressure up
stream and the low pressure downstream of the arm necessarily 
allowed this fluid to acquire significant momentum. Depend
ing upon radius, the flow appeared to take one of two paths, 
with the dividing point not discernible. The portion nearer the 
hub forms the arm wake while the remainder was observed to 
leave the enclosed volume through the arm access port as shown 
in Fig. 4. To conserve mass, undyed fluid must enter the en

shrouded volume. This fluid was observed to remain in the 
near shroud region as shown in Fig. 4. The character of the 
near shroud flow remained different for approximately 180 deg 
downstream of the arm access port. This makeup flow was 
complicated, but visualizations indicated the arms permitted 
considerable axial variation not observed in the axisymmetric 
case. If the axial gradients of the velocity outside the boundary 
layer were small, boundary layer theory (Lance and Rogers, 
1962, Benton, 1966) would predict outward radial transport in 
the disk boundary layers. No dyed fluid from the wake was 
observed to enter the near shroud flow downstream of the arms. 
Therefore, radial transport in the disk boundary layers was 
concluded to be directed inward in this region, which sug
gested that near the disks the tangential velocity of the fluid 
must exceed local disk speed. In contrast, beyond the 180 deg 
point, dye reappeared in the near shroud region, which indi
cated a reversal in direction of the boundary layer radial flow. 
For disk drive manufacturers utilizing a peripheral filter lo
cated within 180 deg downstream of the arm access port, the 
above flow conditions would imply that fluid which enters the 
filter comes from outside the shroud and not from between the 
disks. 

The wake of the arm was the principal cause of increased 
turbulence in the flow field. With arms present, the turbulence 
levels throughout the space between the disks were elevated 
in comparison to those observed in the axisymmetric geometry 
with either the solid or ventilated hub. The increased number 
of coherent vortical structures present in the flow field con
tributed less to the higher levels of turbulence. The rise in tur
bulence was observed through increased rates of dye neutral
ization. If the arm behaved as a bluff body, the wake flow 
would contain strong radial vorticity and form a trailing vortex 
street. None was observed. However, immediately down
stream of the arm the wake flow exhibited three dimensional, 
turbulent characteristics. As the wake advanced, the three di
mensional flow decayed toward a two dimensional flow due 
to rotational effects. Typically, this transition occurred by the 
time the wake entered into the last quarter sector upstream of 
the arm. 

When the spacer rings at the hub are perforated, the flow 
in the axisymmetric geometry is modified. In the study of Gir-
ard and Abrahamson (1993), the radial flow through the hub 
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was driven into the interior disk gap by the pumping action of 
the disks. The flow field remained periodic. The ventilated 
flow dominated the region extending from the hub to approx
imately 70 percent of the disk radius. Tangential slip in this 
region required the ventilated flow to be entrained into the disk 
boundary layers and transported away from the region. The 
low turbulence fluid of the Inner region in the solid hub case 
was displaced radially outward beyond the region dominated 
by ventilated flow. The displaced Inner region remained a low 
turbulence region. Vortical structures were present in the outer 
region, but the number of structures increased relative to the 
solid hub flow at otherwise similar conditions. The radial ex
tent of the outer region was reduced due to the displacement 
of the inner region. 

The flow field which resulted from combining the rotary 
arms with hub ventilation was dominated by the effects due to 
the arms and is shown in Fig. 5. Many of the characteristics 
described above for the arms alone remained. Moreover, the 
arms influenced the ventilation flow. The distribution of the 
flow through the holes in the spacer ring was azimuthally non
uniform. In the region where arm blockage accelerated fluid 
in the flow field, no fluid was observed to enter the interior 
disk gap from the hub (see Fig. 5). Presumably, the elevated 
pressure caused by the arm overpowered the exiting ventilation 
flow. At all 0, the ventilation flow was insufficient to displace 
the comparatively low turbulence region adjacent to the hub. 

Conclusions 

The introduction of model arms between the disks signifi
cantly modifies the flow structure relative to that found in the 
axisymmetric geometry. The global flow structure between the 
corotating disks takes on a pronounced asymmetry and bears 
little resemblance to the inner and outer regions described by 
Abrahamson et al. (1989). The flow field turbulence levels are 
increased, largely due to the strong azimuthal pressure gra
dient across the arm. Arm position determined the extent of 
arm effects, with stronger flow field modifications observed 
as the arm tip is located closer to the hub. An important con
sequence of non-radially oriented arms is the modification to 

the direction of radial transport in the disk boundary layers. 
The boundary layer flow is no longer radially outward at all 
locations. Finally, fluid was observed leaving the enshrouded 
volume through the arm access port. The incoming flow through 
the same port formed into a region that remained adjacent to 
the shroud and which extended beyond the typical location of 
a peripheral filter. 

Hub ventilation does not appear to influence the flow field 
effects attributed to the arms. On the contrary, arm effects sup
pressed ventilation flow in the vicinity of the arms. 
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Reinvestigation of Hot-Wire 
Anemometry Applicable to 
Subsonic Compressible Flows 
Using Fluctuation Diagrams 
Much has been written about the improbability and impossibility of obtaining solu
tions to the mean square equation for constant current anemometry in subsonic slip 
and transonic flows. For these flow conditions, the voltage across a heated wire 
mounted normal to the flow is a function of velocity, density, and total temperature. 
In principal, the fluctuations of these quantities can be measured; however, to date 
there are no known acceptable solutions to the mean square equation in these flow 
regimes. In this study, data presented in the 1950's by Spangenberg were used to 
compute the sensitivities of a heated wire to changes in velocity, density, and total 
temperature. These results indicated that there was a large region in the Nusselt 
number-Reynolds number or Nusselt number-Knudsen number regimes where the 
velocity and density sensitivities were different, a condition required for solutions to 
the mean square equation. A second necessary condition for a solution was also 
noted. The possible existence of a solution to the mean square equation was based 
on the evaluation of the condition number of the sensitivity matrix. The condition 
numbers obtained from Spangenberg's data were very large and near perfect data 
would be required to obtain accurate measurements of the fluctuations. 

Introduction 
Constant current anemometry (CCA) has been extensively 

used to measure fluctuations in incompressible and compress
ible flows (Stainback and Nagabushana, 1993; Laufer, 1961; 
Wagner and Weinstein, 1974). In compressible flow the heated 
wire is, in general, sensitive to changes in velocity, density, 
and total temperature and in principal the fluctuations of these 
quantities can be measured (Morkovin, 1956). In supersonic 
flow it was found experimentally that the mean voltage mea
sured across a heated wire is only a function of changes in mass 
flow and total temperature (Kovasznay, 1950). Using this result 
for supersonic flow, Kovasznay developed a graphical technique 
for determining fluctuations of mass flow, total temperature, 
and their correlation (Kovasznay, 1953). Very few attempts 
have been made to measure fluctuations in subsonic compress
ible flow using a CCA because of the complexity that exists 
when the heat transfer from the wire is a function of three 
independent variables. 

Some efforts were made to measure fluctuations in subsonic 
compressible flow using a constant temperature anemometer 
(CTA). For these investigations, a three-wire probe was used 
and the voltages across the wires were digitized. A system of 
three equations was solved to obtain the instantaneous changes 
in velocity, density, and total temperature as a function of time. 
Statistical techniques were then used to obtain fluctuations and 
correlations of interest (Jones and Stainback, 1988). 

For compressible flow, where the wire is sensitive to velocity, 
density, and total temperature, equations for CCA are usually 
derived using mean square values. This results in a single equa-
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tion with six unknowns. Much has been written about the im
probability (Morkovin, 1956) and impossibility (Demetriades, 
1978) of obtaining solutions to this mean square equation. Solu
tion to this equation requires that the velocity and density sensi
tivities of the heated wire be sufficiently different. In this report, 
data published by Spangenberg (1955) were used to show that 
there exist a large region in the Nusselt number-Reynolds num
ber or Nusselt number-Knudsen number regimes where the ve
locity and density sensitivities appeared to be sufficiently differ
ent to permit suitable solutions to the mean square equation. It 
was further shown that solutions were possible only when the 
velocity and density sensitivities were nonlinearly related in a 
specific manner. Again Spangenberg's data were used to show 
that this second condition can often be satisfied, further indicat
ing that solutions to the mean square equation are possible. In 
the final analysis, the condition numbers for the sensitivity ma
trix were used to further evaluate the possible existence of 
solutions to the mean square equation. 

Spangenberg's Data 

Spangenberg's data were presented in terms of Nu„ = / ( M , 
p, Ty,) for To = constant. Data were presented for several wire 
diameters and wire lengths. The data considered herein were 
obtained using a Pt-10 percent Rh wire of diameter 0.00015 in. 
and a length of 2.80 mm. Data were limited to the following 
conditions; 

0.05 < M < 0.95 

0.0004 < p, gm/cm^ < 0.0012 

0.221 < T,„ < 2.192 

The Nusselt numbers presented were corrected for heat loss 
to the supports of the wire. This corrected Nusselt number, Nuo., 
is suitable for comparing heat transfer results from different 
experiments using different wire materials and different ratios 
of lid. For computing fluctuations, the sensitivities of the wire 
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Fig. 1 Example of Spangenberg's data; Afuo versus M for r„ = 1.696 

must be obtained using the uncorrected Nusselt number, NUQ. 
For the results presented herein, Nu* values were converted 
to Nuo values using the inverse of the method presented by 
Spangenberg. 

Examples of Spangenberg's data are presented in Figs. 1-3. 
In Fig. 1 the uncorrected Nusselt number is presented as a 
function of Mach number for various values of density for a 
given value of T„. The Nusselt number increased rapidly with 
Mach number at very low values. The slopes of the curves 
decreased somewhat as the Mach number increased. At the 
higher Mach numbers (0.6 < M < 0.95) the Nusselt number 
often reached a peak prior to decreasing. This variation of Nuo 
with M at the higher Mach numbers often resulted in zero or 
negative slopes. The Mach numbers at which the slopes of 
the curves reach zero increased with increasing density. This 
variation was also observed in the data presented by Baldwin 
(1958) and Nagabushana et al. (1994). Polynomials were used 
to fit curves to the data from which the required derivatives 
were obtained. A fourth degree equation was required to obtain 
"good" fits. The variation of Nuo with p, shown in Fig. 2, 
is monotonically increasing with increasing density. A second 
degree equation was used to fit curves to the Nuo versus p data. 

0.0004 0.0006 0.0008 0.001 0.0012 
P 

Fig. 2 Example of Spangenberg's data; Nuo versus p for T„ = 1.696 

The variation of Nusselt number with respect to T„ is pre
sented in Fig. 3 and this variation of Nuo is rather complex and 
nonlinear. The Nusselt number often increased then decreased 
with increasing values of T,,,. A closer look at Nuo versus r„ 
data revealed that, for most of the data, the values of Nuo de
creased from 0.629 s r„, s 1.629 but most often increased or 
tended to increase from 1.629 2.192. This variation of 

NK 

_l I 

0.5 1 1.5 2 2.5 

Fig. 3 Example of Spangenberg's data; Afug versus T„ for IVI = 0.1 

N o m e n c l a t u r e 

a, b, c, and d = constants in Eq. •(A-4) 
A = quantity given by Eq. 

(5) 
Cp = specific heat at constant 

pressure 
c„ = specific heat at constant 

volume 
d = wire diameter 

e ' = fluctuating voltage 
across the sensor 

E^ = mean voltage across 
sensor 

f, g, h = constants in Eq. (A-4) 
/„, = current through the 

wire 
A: = a log TJd log R^ 

Kn = Knudsen number 
/ = wire length 

M = Mach number 

Nu„ = Nusselt number based on free 
stream temperature 

Nuo = Nusselt number based on 0°C 
q = sensitivity ratio = S„/ST„ 

Re = Reynolds number 
RH, = resistance of wire 

s = sensitivity ratio = Sp/Sr^ 
Sy = velocity sensitivity 
Sp = density sensitivity 

^To = total temperature sensitivity 
T = temperature 

TQ = total temperature 
u = velocity 
e =-(d log IJd log RJ 

= 1 + 
1 

M' 

r] = recovery temperature ratio, 

9 - temperature parameter, T^/To 
y = specific heat ratio, Cp/c^ 
p = density 

Tv„ = temperature loading parameter, 
(T„ — Tadw)ITa 

</>' = normalized fluctuation voltage 
ratio = (e'/EJ/Sr„ 

Subscript and Superscript 
adw = adiabatic wall condition 

w = wire condition 
oo = free stream or static condition 
' = instantaneous value 

( ) = mean value 
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Nuo over this later interval of T„ was present in about 80 percent 
of the data and had a profound effect on the relationship between 
the velocity and density sensitivities. It is not known if this 
variation can be supported by the limited amount of data avail
able. If third degree curves were fitted to the data, there were 
significant changes in the derivatives for most of the data at the 
higher values of T„. Because of these changes, the values of 
Nuo were fitted to values of r,, using both second and third 
degree equations. The results obtained using these two curve 
fits on the variation of the velocity and density sensitivities will 
be presented subsequently. 

Data presented by Baldwin also showed a similar variation 
of the Nusselt number with T„. This complex and nonlinear 
variation of Nusselt number with T„ or overheat is probably the 
reason that solutions to the mean square equation for CCA 
might exist. 

In general, the scatter in the values of Nuo with respect to M 
and p were acceptably small; the apparent scatter of Nuo with 
respect to T„ was somewhat larger. This was probably due to 
the relatively small change in Nuo with respect to T„ or the 
limited number of values of T„ that were available. 

Theoretical Considerations 

Because of the manner in which Spangenberg presented his 
data, equations must be derived for the change in voltage across 
the wire in terms of the sensitivity of the wire to changes in 
velocity, density, and total temperature. For the present case 
the sensitivities can be obtained using the method described by 
Anders (1974) and the independent variables used by 
Spangenberg. For CCA they are given by: 

_ ~ iJu "T Oo 

a 

S„ = A 

d log NUQ 

S l o g M 

d log NUQ 

a iogp 

- s 
Th 

Tj d log Tj 

T„ d log M 

r) d log 7] 

r„ d log p 

1 d log Nuo 77 / d log NUQ 

2a 9 log M T„ \ d log T„ 

0 T 
•'0 

d log NUQ 

d log T„, 

d log NUQ 

d log T„ 

+ 1 

+ 1 

+ 1 

(1) 

(2) 

(3) 

1 d log rj 

la d log M 
- 1 -

d log Nuo 
d log T„ 

where 

A = 

(1 - 2 e ) -

(1 -e) 

dKldlogm^ 1 A " 

T„\d log T„, / _ 

(4) 

(5) 

For Spangenberg's data r] varied with M and plots of 77 versus 
M were presented in his report. The values for first and second 
degree temperature - resistance coefficient for the wire material 
were also presented. Therefore, after the partial derivatives in 
Eqs. ( 2 ) - ( 5 ) were determined the sensitivities to changes in 
u, p, and Ta could be calculated. 

The Partial Derivatives and Sensitivities 

Spangenberg's data were measured and tabulated in a form 
that is necessary to obtain the partial derivatives of the depen
dent variable with respect to one independent variable while 
holding the remaining indep ndent variables constant. These 
are the only data known to the authors where measurements 
were obtained in this necessary manner. For the present report, 
polynomials were used to fit the data to obtain the desired 
derivatives of Nuo with respect to the independent variables. 

Table 1 Possible solutions to mean square equation for 
CCA 

<A'^ = 
0 1 

+i*M'i7jn5;r^^'"^ 

uTo pTo 

•« = / ( ? ) = a + bq^ + cq^ + dq'' 

Terms in q 

f 

f 

f 

f 

f 

f 

1 

0 

1 

0 

1 

0 

0 

0 

0 

0 

0 

0 

q^'; q'*' 

q2f. ^ /+ i 

q^^ q'*' 

q'h q'^' 

?V; qf^> 

qif. qf*^ 

qh q'\q 

q'\ q\q 

q'; 9'; 9 

q^ q^;q 

qf; q\q 

q'\ q^q 

; ? " 

; ? " 

; ? " 

; ? " 

; ? " 

;?V 

/ = 3 , 4 , 5 , . . . 
/ = -2 , - 3 , -4 , . . . 
/ = 3, 4, 5, . .. 
/ = - 2 . - 3 , - 4 , . , . 
/ = noninteger values 
1 < / 
/ = noninteger values 
1 < / 
0 < / < 1 
/ * 0 . 5 
0 < / < 1 

The degree of the polynomial was chosen to give the ' 'best fit'' 
to the data. 

After the partial deviates were determined, the sensitivities 
were obtained using Eqs. ( 2 ) - ( 5 ) . In general. 

Su:S,:Sr„=f(M,p,Tj (6) 

Plots of the sensitivities are not presented since it will be shown 
subsequently that the ratios SJSr„ and SJST„ are the important 
parameters for the present study. 

The Mean Square Equation 
In the past hot wire data, using a CCA, were obtained from 

mean square values. Following Kovasznay, squaring Eq. (1) , 
dividing by ST^, and taking the mean gives: 

<A'= = q ' \MEL'' 
To. 

+ 2qs up 

up 
2q 

uTa 
2s 

pTa 
(7) 

The above equation is an equation for an elliptic hyperbo-
loid and, following Kovasznay fluctuation diagram technique, 
the fluctuation diagram exists on the surface of the hyperbo-
loid. Equation (7) is a single equation in six unknowns, (i.e., 
ulu, Q±p, To/To, (u'p'/up), (u'To/uTo), (p'To/pTo)). 
Since cf)'^, q and s are functions of the overheat of the wire, 
one can, in principal, operate a single wire at six overheats 
and solve a system of six equations for the fluctuations and 
their correlations. The unsuccessful attempts that were made 
in the past to obtain solutions in this manner were thought 
to be due to the mean flow calibrations not being accurate 
enough or the sensitivities not being sufficiently different to 
permit accurate solutions (Morkovin). Demetriades stated 
that no solutions to Eq. (7) are possible unless the indepen
dent variable occurs at least to the fifth power. It is shown 
in the Appendix that if s is assumed to be a function of q, 
solutions to Eq. (7) are possible if, after substituting the 
functional relationship for i into the equation, the resulting 
equation has six terms. This result requires that values for i' 
have very restrictive, nonlinear variations with respect to q 
as the overheat of the wire is changed. Table 1 presents 
conditions where solutions to Eq. (7) exist based on s being 
a simple, finite, power series of q. 
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Figure 4 is presented to show to what extent ^ ^ * for T„ 
= 2.192. From the figure it can be seen that both q and .s 
are negative and \s\ is, in general, greater than \q\. The 
difference can be large since q can often approach zero at 
higher values of M. This is due to d log Nuo/5 log M being 
equal to zero or negative at the higher Mach number and for 
these conditions it is possible for 5„ = 0 where the wire is 
not sensitive to changes in velocity. At higher values of M 
the sign of q could change and positive values are not pre
sented in the figure. 

Morkovin gave the following equation for the Knudsen num
ber: 

Kn = 
7.75 X 10" 

pd 
(8) 

where p is in gm/cm^ and d is in cm. Using this equation, the 
value for the Knudsen number for the present data ranged from 
0.017 to 0.051. Stadler et al. (1951) suggest that continuum 
flow occurs for Kn < 0.001 and slip flow occurs for 0.001 s 
Kn s 2. Other references suggest that continuum flow occurs 
for Kn < 0.01. These quoted boundaries are not sharply defined, 
and if it is assumed that slip flow occurs for Kn > 0.01, all of 
Spangenberg's data considered herein is in the slip flow regime 
where S^ * Sp. This result is in agreement with the data pre
sented in Fig. 4 where SJST^ * '^p/^To- However, a few data 
points do approach SJST„ = Sp/Sr^. 

Calibration data for several wires were obtained in a small 
calibration facility at the Langley Research Center (Nagabu-
shana et al., 1994) using a constant temperature anemometer. 
These data were used to compare the wire sensitivities over a 
flow range similar to the one investigated by Spangenberg. Re
sults from this study is presented in Fig. 5 and reveal that for 
a range of flow conditions 1*1 > \q\. Even though there is 
little one-to-one comparison that can be made between these 
data and Spangenberg's results, the general results are in good 
agreement. 

Solution to Mean Square Equation 

Solutions to Eq. (7) can be obtained by using the method of 
least squares. Applying this method results in the following 
matrix equation: 

~S 

Fig. 5 Density sensitivity ratio, s versus velocity sensitivity ratio, q for 
To =" SOT; (Nagabushana et al. data) 

E?" X«'5^ Xg' 'Zsq Y.q'^ 
Is' 

n 
qs- Y.S X qs' S qs' 

X q^s' X q^s X qs 
I ?' ILsq 

Is' 

{u'luf 

{p'Ipf 

{TyTaf 

u p 

To u 

=: 

l^q'V' 
Is'V' 
IV' 

X ?>?<^" 

IqV' 

IsV' 

(9) 

P To 

In Eq. (^9) q, s, and <̂ ' ^ are functions of the overheat parameter, 
T^. Solutions to Eq. (9) can be obtained as follows. Obtain a 
set of values for ^, i , and <p for a suitable number of r„ values, 
say 10 or 12. Fit suitable curves to q and cfj" versus r^. Also 
obtain curve fits for j ~ f{q) that satisfies the requirements 
noted in the Appendix to determine if a solution to Eq. (9) is 
possible. The "best curve fit" to these data can be used to relate 
sio q andjiltimately s and T„ . Using the equations obtained for 
q, s, and 4>'' versus T„, compute a set of values, say 20, to be 
used in Eq. (9) to obtain the fluctuations and their correlations. 

An additional datum point can be obtained for .? and q by 
using the limiting values for these variables. These equations 

d log T) 

q = - -
1 

a 

dlogU 

M 5 log 7? \ 

Ua91ogM / 

d log 7? 

5 log p 

= 0 

= 0 

(10) 

(11) 

Fig. 4 Density sensitivity ratio, s versus velocity sensitivity ratio, q for 
T„ = 2.192; (Spangenberg's data) 

1 d logr] 

la d log M 

No fluctuating voltages were presented by Spangenberg, 
therefore, no fluctuating quantities could be calculated. His data 
were used to obtain relationships between q and s, to calculate 
the elements of the matrix in Eq. (9) , and to obtain the condition 
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0.3 

-q 
0.2 

0.1 

0.2 0.4 0.6 
- S 

0.8 

Fig. 6 Example of s versus q for M = 0.05 and p = 0.0004 gm/cm° for 
variable T„\ (Spangenberg's data) 

numbers for these matrices. An indication of the accuracy and 
suitability of results expected from solution to Eq. (9) were 
obtained by computing the condition number (Strang, 1976) 
for the 6 X 6 matrix. Higher accuracy can be expected from 
calculated results if the condition numbers are small. 

Examples of the variation of * with q obtained from 
Spangenberg's data for variable T^ are presented in Fig. 6. The 
case where the Nusselt number was assumed to be a cubic 
relationship with respect to T„, most often resulted in a hairpin 
like variation of s with q. This type of variation does not appear 
reasonable. A curve is also presented in the figure where Nuo 
was assumed to be given by a second degree equation. This 
assumption resulted in a more reasonable variation of s with q. 
It must be noted that the behavior obtained with the cubic curve 
fit might be due to the limited amount of data available. 

There were several sets of data where Nuo could be fitted 
with a cubic equation with respect to r„ without the derivative 
of Nuo increasing at the higher values of r„ . Examples of data 
for these cases are presented in Fig. 7. The powers of ^ presented 
in Table 1 was used to fit the i - ^ data, and the powers that 
gave the "best curve fit" to the data are presented in the Table 
2. Most of the curves fitted to the data appear to be good based 
on the R^ values except for the case M = 0.60. The equations 
with these powers were used to relate stoq and in turn to r„,. 
Twenty values for q were selected, the values for 5 computed, 
and the elements for the 6 X 6 matrix in Eq. (9) calculated. 
Using the elements of the matrix, the condition numbers for the 
cases presented in Fig. 7 were determined and these results are 
presented in the Table 2. These large condition numbers indicate 
that the 6 X 6 matrix in Eq. (9) is very ill conditioned. It is 
not known if these results are general or limited to the cases 
investigated which has a limited number of overheats. Thus, it 

-s 

M k 
—O—0.05 • 
-n-0.1 1 
- A - - 0.2 1 
-O-0.4 1 
- • -0.6 1 

,f/ 

' / -L 

. ' / ' ' • • / 

"2^ 

0.6 0.8 

Table 2 Possible solutions to mean square equation for 
CCA based on Spangenberg's data 

M gm/cm 

9min ^ 9 S 9„„ 
condition 
number 

0.05 
0.10 
0.20 
0.40 
0.60 

0.0012 
0.0012 
0.0012 
0.0012 
0.0012 

3.0 
3.0 
3.0 
3.0 
3.0 

1 
1 
1 
1 
1 

0 
0 
0 
0 
0 

0.9936 
0.9966 
0.9933 
0.9997 
0.9718 

1.97 X 10' 
2.92 X 10* 
1.92 X 10* 
1.09 X 10' 
6.54 X 10" 

Fig. 7 s versus q for various Mach numbers and p = 0.0012 gm/cm° for 
variable T „ ; (Spangenberg's data) 

appeared that the necessary condition for a solution to the mean 
square equation has been established i.e., S^ + S,, and the re
quired variation of s with respect to q could be obtained. How
ever, the large condition numbers of the matrix indicated that 
even with near perfect data, large error would occur for any 
measurement of the fluctuations. 

There are several possible reasons for the large condition 
numbers. Equations (10) and (11) show that s andq, in general, 
cannot be zero at the same time. This means that the condition 
required to obtain the total temperature fluctuations do not lie on 
the curve defined by .r = / ( ^ ) . Therefore, the total temperature 
fluctuations must be obtained by extrapolation to the condition 
where q = s = 0. This condition is not determined by the 
accuracy of the mean flow calibration data but by the relation
ships used to obtain Eq. (7). This problem is not limited to 
the subsonic compressible flow case, but could also exist in 
supersonic flow if d log rj/d log Re * 0. In supersonic flow 
an extrapolation would be required in two-dimensional space, 
whereas in subsonic flow the extrapolation must be in three-
dimensional space. Extrapolation of nonlinear functions in 
three-dimensional space could result in highly inaccurate solu
tions. 

In subsonic slip and transonic flows, the values of s are, in 
general, larger in absolute magnitude than those for q. Both of 
these quantities approach small limiting values as the overheat 
of the wire approaches zero. However, except for very low 
densities, the limiting values for s are smaller in magnitude than 
those for q as the overheat approaches zero. Because of this, 
there is a range of overheats in the vicinity of zero where q and 
s are approximately equal and the locus of points for q and s 
in the ^ — .J plane crosses the ^ = * line. Thus, the mean square 
equation reduces from the case of a single equation with six 
unknowns to a single equation with three unknowns. In other 
words, as the overheat is reduced, the mean square equation 
degenerates from a three-dimensional to a two-dimensional 
problem. This could result in an inability of the equation to 
give accurate results. 

After the wire is calibrated, sensitivities are obtained, and 
the RMS and mean voltage measured across the wire, the search 
for a possible solution to the mean square equation becomes 
one of geometry. The values for q, s, and the corresponding 
values of </> in three-dimensional space must be used to define 
the hyperboloid from which the fluctuations and their correla
tions must be determined since the fluctuation diagram lies on 
its surface. In general, hot-wire anemometry can obtain values 
for q and i in only one quadrant of the ^ - 5 plane as the 
overheat of the wire is changed, and the hyperboloid must be 
determined from this limited amount of data. Table 2 shows 
that attempts to do this resulted in matrices with large condition 
numbers indicating that even with near perfect data any fluctua
tions obtained would be subject to large errors. These errors 
might be reduced if additional information could be obtained. 

Is there a reasonable method that can be developed to supply 
additional information to define more accurately the hyperbo
loid, thereby producing more accurate solutions to the mean 
square equation? The mean square equation is the general equa
tion for an hyperboloid which means that the hyperboloid is 
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Fig. 8 General fluctuation diagram for subsonic compressible flow; 
S„ * S„ 

not symmetric with respect to the 0-axis. If a rotation and 
translation of the axes are performed the hyperboloid will be 
symmetric with respect to the new coordinate system. The hy
perboloid so obtained has an elliptic cross section that can be 
transformed into a circle which would result in the surface being 
a hyperboloid of revolution. The initial data obtained from the 
calibration of the heated wire and the measured mean and RMS 
voltage can be used to compute the fluctuations and their corre
lations. Using these values, the rotation, translation, and trans
formation of the q and s values can be performed. The values for 
0 would be unchanged. Since the surface in the new coordinate 
system is a hyperboloid of revolution, new values for q and i 
with the corresponding values of <̂  can be assumed to exist in 
all quadrants. Using a backward transformation, additional val
ues for q and s can be computed and a new set of fluctuations 
and their correlations can be calculated. The above method can 
be repeated until suitable results are obtained. 

As noted before, there were no fluctuating voltages given by 
Spangenberg. Because of this the above noted method could 
not be apphed. However, by assuming values for the fluctuations 
and their correlations, a rough evaluation of the method was 
made. The values of q and s presented in Fig. 7 were used in 
this evaluation. The results indicated that the condition number 
for the 6 X 6 sensitivity matrix could be reduced from about 
1 0 ^ t o l O ^ - 1 0 ^ Even though these latter condition numbers 
were obtained from an approximate analysis, the reduction of 
the condition numbers appeared to be encouraging enough to 
suggest that some effort should be expended to re-investigate 
the application of CCA to subsonic slip and transonic flows. 
Solutions obtained using the above method would require a 
trial and error solution, which insures that the solutions would 
converge. 

Articles have been published (Stainback and Nagabushana, 
1991, 1993, 1994; Stainback et al , 1992; Zinov'ev and Lebiga, 
1988) that describe in detail the fluctuation and mode diagrams 
for transonic and subsonic slip flows under the assumption that 
there were solutions to Eq. (9). These studies revealed that the 
fluctuation diagram exists on the surface of a hyperboloid as. 
illustrated in Fig. 8. The velocity fluctuation can be obtained 
from the intersection of hyperboloid with the 4> - q plane and 
density fluctuation from the intersection with the </> - .s plane. 
The total temperature fluctuation can be obtained from s = q 
= 0. Examples of mode diagrams were also presented for condi
tions where a single mode existed. 

Concluding Remarks 
From the present study of hot-wire anemometry for a con

stant-current anemometer applicable to subsonic compressible 
and subsonic slip flows, the following concluding remarks can 
be made: 

• Based on Spangenberg's data and the data from current 
on going work, there appears to be a wide range of M 
and Kn available where a solution to the mean square 
equation for constant current hot-wire anemometry in 
subsonic flow might be possible based on the fact that 

• It was shown that the mean square equation for CCA has 
possible solutions provided that the functional relation
ship which adequately relates s to q when substituted into 
the equation results in only six terms. Again Spangen
berg's data were used to show that this condition can 
often be satisfied. 

• The application of the method of least squares to the mean 
square equation resulted in a 6 X 6 matrix that was very 
ill-conditioned for the data used. This result indicated that 
near perfect data would be require to reduce large errors 
in the measured fluctuation. 

• Several possible reasons for the large condition numbers 
were presented. First, it is necessary to extrapolate the 
data in three-dimension space to q = s = 0 to obtain the 
total temperature fluctuations. Second, the fact that q and 
i approach almost equal values in the vicinity of ^ = .? 
= 0 results in a degeneracy of the system of equations. 
Finally, and most important, hot wire anemometry can 
furnish data for the evaluation of q and i in only one 
quadrant and attempts to define a three-dimensional sur
face from this limited amount of data apparently cannot 
result in the accurate calculation of fluctuations and their 
correlations. 

• A method was proposed which might be used to reduce 
the condition number of the 6 X 6 sensitivity matrix, 
thereby permitting suitable solution to be obtained for the 
mean square equation. 
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A p p e n d i x 

A Note on the Mean Square Equation for CCA 
The necessary condition required to assure a solution to the 

hot-wire equation for the constant current anemometer can be 
developed as follows. The equation in terms of mean square 
values is: 

-I- s 9^ 
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(A-2) 

In Eq. (A-1) the quantities 0 '^, ^, and s are functions of r,,,. 
Therefore, s can be considered to be function of q. Assume that 
solutions are sought using the method of least squares and .s = 
f(q); substitute this functional relationship into Eq. (A-1): 
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Any functional relationship which adequately relates q and s 
results in Eq. (A-3) having six terms that satisfies Eq. (A-1) 
resulting in a solution. This can be illustrated by assuming the 
following equation for s: 

s = a + bq' + cq^ + dq'' (A-4) 

Substituting Eq. (A-4) into (A-1) and collecting terms gives: 
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A solution to this equation is possible for any values of/, g, 
and h provided that the resultant equation, after the substitution 
of values for/, g, and h into the equation, has six terms. Some 
examples of values for/, g, and h which results in an equation 
which has six terms are presented in Table 1. However, noninte-
ger values cannot be used since the fluctuation diagram exist 
on the surface of a hyperboloid and this surface must be defined 
in all quadrants. This results in the values of /being restricted 
to the values presented in the first two rows of Table 1. The 
major problem in obtaining a solution to Eq. (A-1) is evaluating 
the powers of q in Eq. (A-4) which will give the best fit to the 
mean flow calibration data relating stoq. This can be done by 
using standard statistical techniques. 
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Dense Gas Flow in Minimum 
Lengtii Nozzles 
Recently, dense gases have been investigated for many engineering applications such 
as for turbomachinery and wind tunnels. Supersonic nozzle design can be compli
cated by nonclassical dense-gas behavior in the transonic flow regime. In this paper, 
a method of characteristics (MOC) is developed for two-dimensional (planar) and 
axisymmetric flow of a van der Waals gas. A minimum length nozzle design code 
is developed that employs the MOC procedure to generate an inviscid wall contour. 
The van der Waals results are compared to perfect gas results to show the real-gas 
effects on the flow properties and inviscid wall contours. 

Introduction 

A minimum length nozzle (MLN) produces a uniform super
sonic flow with a minimum ratio of total nozzle length to throat 
height or radius. Argrow and Emanuel (1991, 1988) present a 
detailed discussion of MLN designs, comparisons of different 
types, computational flow-field analysis, and engineering ap
plications. Before Aldo and Argrow (1993), all MLN anal
yses, that we are aware of, have considered only perfect gases. 
Cramer and Fry (1993), Kluwick (1993), Cramer and Crick-
enberger (1992), Chandrasekar and Prasad (1991), Schnerr and 
Leidner (1991), Sober and Chow (1990), and Vinokur (1990) 
have recently investigated nozzle flows for nonideal gases. 

Aldo and Argrow (1993), Cramer and Fry (1993), Kluwick 
(1993), Schnerr and Leidner (1993, 1991), Cramer and Crick-
enberger (1992), Cramer and Tarkenton (1992), Cramer et al. 
(1992), Anderson (1991), Cramer (1991), Cramer and Best 
(1991), and Chandrasekar and Prasad (1991), have recently 
discussed steady flows of dense gases. Under certain condi
tions, some of these gases will exhibit nonclassical behavior. 
Such behavior includes the possibility of a local minimum of 
the Mach number during steady isentropic expansion, expan
sion shocks, an increase in the critical Mach number, and other 
nonclassical behaviors. With the exception of Anderson (1991), 
each of these references discuss the thermodynamic condition 
that governs the classical or nonclassical behavior of a dense 
gas. Thompson (1971) introduced the governing thermody
namic parameter F as the fundamental derivative of gas dy
namics which can be written as, 

a \dpJs 

where 
1/2 
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is the speed of sound and p, p, and i are the density, pressure, 
and entropy, respectively. The overbar indicates dimensional 
quantities. 

For most gases, T > 0 under normal conditions, however 
the nonclassical behavior occurs when T < 0. Gases that will 
attain the T < 0 condition typically have large polyatomic mol
ecules with comparatively large specific heats. Cramer (1991) 
refers to these gases as BZT (Bethe, 1942; Zel'dovich, 1946; 
Thompson, 1971) fluids to recognize the individuals that first 
theorized their existence. The F < 0 region of a BZT fluid 
occurs in the dense-gas region near the coexistence curve in 
thepj'-plane as shown in Fig. 1. Stagnation conditions are cho
sen such that the isentrope shown in this nondimensionalized 
diagram passes through the T < 0 region. These stagnation 
conditions are used for the sample BZT case that we will refer 
to as the reference case, to be discussed in more detail later. 

The Mach number M variation for the reference case shown 
in Fig. 2 illustrates nonclassical behavior typical of a BZT fluid 
during an isentropic expansion. The M variation for the ref
erence case computed from the MLN code is also shown in 
this figure. The nonclassical behavior occurs where M de
creases as p decreases (M is decreasing during a portion of an 
isentropic, supersonic expansion). This M increase is because 
the local speed of sound increases at a faster rate than the flow 
velocity in the T < 0 region. 

There appear to be practical uses for dense gases, such as 
in turbomachinery and heavy-gas wind tunnels. Cramer and 
Fry (1993), Kluwick (1993), Schnerr and Leidner (1993, 1991), 
Cramer and Tarkenton (1992), and Anderson (1991) are a 
sample of references that discuss applications that may capi
talize on the classical and nonclassical behavior of dense gases 
and BZT fluids. The most obvious application of a MLN de
signed for dense-gas flow is in heavy-gas wind tunnels. Schnerr 
and Leidner (1993) show two-dimensional, finite-difference 
Euler solutions for the flow of a dense gas through a nozzle. 
The de Laval nozzle they study has constant-area subsonic and 
supersonic portions with a circular-arc shaped wall in the tran
sonic section. Sulfur hexaflouride (SFg) is an example of a gas 
that may be used in heavy-gas wind tunnels. Anderson (1991) 
investigated the feasibility of using this large-molecule gas for 
wind tunnel applications and shows Navier-Stokes calculations 
for SFfi flow over a NACA 0012 airfoil. Cramer and Crick-
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enberger (1992) investigated several gases, including SFg, for 
nonclassical behavior. Thompson et al. (1986) also include SFs 
in their discussion of retrograde fluids. From the calculations 
of these references and the authors' own calculations, it is un
clear whether SFg is a BZT fluid because of the dependency 
of the results on the equation of state used. 

Many of the previous references speculate that nozzles can 
be designed to produce shock-free supersonic flow of a BZT 
fluid. With the exception of the recent two-dimensional cal
culations of Schnerr and Leidner (1993), the calculations have 
been limited to one-dimensional cases (Cramer and Fry, 1993; 
Kluwick, 1993; Cramer and Crickenberger, 1992; Chandra-
sekar and Prasad, 1991; Cramer, 1991; Schnerr and Leidner, 
1991). Aldo and Argrow (1993) show what we believe to be 
the first instance of the use of the method of characteristics 
(MOC) to compute a dense-gas flow field and the first instance 
of nozzle contours designed to produce shock-free supersonic 
flows of a BZT fluid in .the T < 0 state. This paper is a con
tinuation of that original work. 

Thermodynamic Model 

The van der Waals equation of state is 

RT 
P = — 

a 

where R is the specific gas constant and 

RT, 
b = and 

llR^Tl 

64 8^, 04 p. 

The c subscript refers to conditions at the critical point. The 
temperature is represented by t, and v is the specific volume, 
which is used instead of density because it simplifies the equa
tions. The following thermodynamic development and non-
dimensionalization scheme follows that of Cramer and Best 
(1991). The enthalpy h and speed of sound a are given by 

WT ( P \ 2d 

Rm + s) v-b, 

Id 
1/2 

Here e^ is an arbitrary reference energy and 

5 = Ric,. 

Note that in Fig. 1 the change in temperature along the ref-

Fig. 2 Variation of Mach number M through an Isentropic expansion, 
reference case 

erence isentrope is small. Because there is minimal tempera
ture variation for the flows investigated, we assume a constant 
Cj, = c^ , where c ^ is the ideal-gas specific heat. The tem
perature variation for isentropic flow of a van der Waals gas 
is given by 

f fo bV 
To 

where the 0 subscript refers to stagnation conditions. 
The nondimensional (reduced variable) form of the van der 

Waals equation is written as 

87 3 
P 

3 i / - l iP-' 

and the reduced variables are 

P = • T = 
V 

Quantities without an overbar represent nondimensionalized or 
reduced variables. The nondimensional form of other essential 
relations are, 
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where, 

h 

RT, 
er 

RTrVc 

11 1 

64 Z, 

Vmax is the maximum speed, and the critical compressibility is 

Z = 
pv_ 

RT. 
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Fig. 3 MLN supersonic flow field geometry, upper half-plane 

Method of Characteristics for Real Gases 

The method of characteristics (MOC) used by Argrow and 
Emanuel (1988) assumes an isentropic, irrotational flow of a 
perfect gas. The governing two-dimensional partial differential 
equation reduces to a set of four equations, two characteristic 
and two compatibility equations. For the axisymmetric case, 
the characteristic and compatibility equations form a set of four 
ordinary differential equations that are solved simultaneously. 
Details of the solution procedures can be found in Argrow and 
Emanuel (1988). 

A MOC for the isentropic two-dimensional or axisymmetric 
flow of a real gas is used for the present study (Zucrow and 
Hoffman, 1977). For this method, the choice of the equation of 
state is arbitrary and we use the van der Waals thermodynamic 
model, more for its simplicity than accuracy. The governing 
partial differential equations (PDEs) are given by the gas dy
namic equation, the irrotationality condition, and the speed of 
sound relation. 

(V^ - « ' ) — + (V^ 
dx 

, dVy 
= 0, 

dVy 

dx 

dy dy 

dy 

a = a(V) = a(V,, V,), 

where cr = 0 or 1 for two-dimensional or axisymmetric flow, 
X and y are the axial and transverse (radial) coordinates non-
dimensionalized with respect to the throat half-height or ra
dius, V^ and Vy are the corresponding velocity components, 
and V is the velocity magnitude; all velocities are nondimen-
sionalized in the same manner as the speed of sound a. Along 
the characteristic lines, corresponding to Mach lines in the flow, 
this system of PDEs reduces to two ordinary differential equa
tions called compatibility equations. 

Figure 3 is a schematic of the supersonic flow field showing 
the MLN configuration and the flow geometry associated with 
an arbitrary point on a streamline. The angle 0* is the initial 
inclination of the supersonic nozzle contour. The left and right-
running characteristics designated as C+ and C- are Mach lines 
inclined at the Mach angle /j, with respect to the velocity vector 
V. The corresponding characteristic and compatibility equa
tions are 

/dy\ 
C± characteristic equation; I — I = A+ = tan(0 ± fj,), (la) 

\dx/ ± 

C± compatibility equation: (V^ - a) dV.,^ 

+ WNy {Vl - a^)\±\ dVy, 
a'-Vy 

a ~dx±=0. {\b) 

The gas is assumed to enter the supersonic portion of the 
nozzle, along the straight sonic line OA, uniform and parallel 
to the axis. It is then expanded through the nozzle and exits 
with a uniform flow crossing the terminating C+ characteristic; 

BC with an exit Mach number Mf. For the two-dimensional 
nozzle, the centered expansion generated by the sharp throat 
is a Prandtl-Meyer expansion. In the axisymmetric case, the 
flow at the wall is locally two-dimensional, thus at the throat 
the expansion is locally a centered Prandtl-Meyer expansion. 
Gautam (1992) and Argrow and Emanuel (1991) investigated 
the effects of the subsonic inlet shape and the straight sonic 
line (SSL) assumption on the quality of the exit flow for a 
viscous, perfect gas. Their full Navier-Stokes calculations show 
that MLNs designed using the MOC with the SSL assumption 
will produce a very uniform exit flow if the radius of curvature 
of the converging subsonic section is greater than zero. The 
computed sonic lines for the SSL MLN are shown to be curved, 
however the flow along the sonic line is mostly parallel in
dicating that this is the dominant condition for exit flow uni
formity. 

Construction of the flow field begins by discretizing the cen
tered expansion into equally-spaced speed increments. Each 
speed increment AV has an associated isentropic flow turn an
gle increment Ad. The angle increment Ad is computed from 
the relation 

^2 ~ ^1 -
'• V M ^ - 1 

V 
•dV. (2) 

For a perfect gas, the AM, associated with an angular deflec
tion A6 can be easily determined from the Prandtl-Meyer func
tion. For a real gas, the Prandtl-Meyer computation requires 
the solution of a system of ordinary differential equations as 
shown by Cramer and Crickenberger (1992). We avoid this 
computation by using the angle-speed relation in Eq. (2). 

With the position of the throat specified and the velocity 
components (V ,̂ Vy) computed from V and B, the necessary 
flow variables are determined at the throat. Equations (1) are 
solved simultaneously using the second-order, average-prop
erty, Euler predictor-corrector scheme described by Zucrow 
and Hoffman (1977). The characteristic net of the kernel re
gion OAB and the transition region ABC is constructed using 
the unit processes described by Argrow and Emanuel (1988). 
The wall contour corresponds to the streamline that passes 
through points A and C. This streamline is also determined by 
using the average-property. Euler predictor-corrector scheme 
to integrate the equation 

dy„ 
— = tan e„ 
dx 

from the initial condition, 0„, = S* at ;c = 0 to the exit con
dition 0„ = 0 at X = Xf. The w subscript refers to quantities at 
the wall and the / subscript refers to the exit condition. 

The accuracy of the characteristic computations and the wall 
contour are affected by the spacing of the characteristic nodes. 
The C^ characteristics that emanate from the comer at point 
A reflect from the axis as C+ characteristics and bend away 
from the centered expansion. This may cause relatively large 
spacing between characteristic node points and the subsequent 
computed wall points just downstream of the throat where the 
gradients are the largest. To alleviate this situation, the char
acteristic net is compressed toward the sonic line by decreasing 
the step size of the speed increments in the centered expansion 
discretization. This is comparable to the procedure used by 
Argrow and Emanuel (1988) where the Prandtl-Meyer and turn 
angles are discretized and compressed in a similar manner. 
Figure 4 shows a typical characteristic net using a relatively 
coarse discretization for clarity. 

In the transition region, the C- characteristics are uniformly 
spaced along BC. This uniform spacing is determined by the 
average spacing of C+ characteristics along AS, which bounds 
the kernel region, multiplied by a constant aspect ratio. 
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Fig. 4 Characteristic net indicating kernel and transition regions with 
16 characteristics, reference conditions 

Results 

Stagnation conditions and the initial wall slope for the ref
erence case are: TQ = 1.01, ĵ o = 0.7, 8 = 0.015, and 0* = 
2.5 deg. For the speed discretization, AV s lO"^ for dV in 
Eq. (2). The first characteristic is chosen at AV, then each 
successive characteristic is chosen at an increasing multiple of 
AV, until about 254V. Then a characteristic is generated at 
every ISAV. This allows characteristics to be compressed to
wards the sonic line for improved accuracy. The limits of in
tegration for Eq. (2) are set at the sonic speed V\ = 0.33 to 
V2 = 0.9V'max with Vmax ~ 11.5, for the reference case. Similar 
discretizations are used in the other cases. For the relatively 
short nozzles produced in this study, the aspect ratio is set at 
0.5. Argrow and Emanuel (1988) give a complete description 
of how the characteristic compression and transition region as
pect ratio affect the overall computational accuracy. 

Figure 2 shows the isentropic expansion, for the reference 
stagnation conditions, computed using quasi one-dimensional 
equations. As mentioned earlier, this set of stagnation condi
tions falls on an isentrope that passes through the F < 0 region 
shown in Fig. 1. The path along a streamline in the MOC 
nozzle calculation with the same stagnation conditions is shown 
overlying a portion of the quasi one-dimensional curve. As 
will be shown in more detail later, Mf does not vary mono-
tonically with 6* for a BZT fluid in the T < 0 region as it 
does in the case of a conventional gas, therefore the maximum 
Mf does not correspond to the maximum 0* value, 0^. Note 
that the MOC calculation begins at sonic conditions and ter
minates at a relatively low supersonic M after passing through 
a maximum. From this diagram we should expect that at 
Omax< ^f is less than the maximum M, which occurs inside the 
nozzle. Figure 1 shows the supersonic portion of the isentrope 
of the reference case in the /jv-plane. The stagnation point for 
the reference case is also shown on the T = 1.01 isotherm. It 
is apparent from this diagram that the exiting flow has F < 0. 
Note that Cramer and Best (1991) produced a plot similar to 
Fig. 2 for a van der Waals gas, that shows the T < 0 case 
with To = 1.01 and VQ = 0.7, but with 5 = 0.02. For this 6 
value, the isentrope passes through the two-phase region be
low the critical point. These same conditions, were also used 
by Aldo and Argrow (1993) and although the case presents no 
computational difficulties, it is physically unrealistic. With 5 
= 0.015, the reference isentrope passes just above the critical 
point and remains in the single-phase region as shown in 
Fig. 1. 

Figure 4 shows the characteristic net and nozzle contour ap
proximately to scale. The case shown is for the reference con
ditions (To = 1-01, I'D = 0.7, 8 = 0.015), but with only 16 
characteristics used so that the characteristic net can be easily 
seen. Also, because of the small number of characteristics, 
compression of the first few causes a noticeable gap in the 
overall distribution. However, this plot uses coarse discreti
zation to clearly show the effect of compressing characteristics 
toward the sonic line. It is also apparent that both the kernel 
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Fig. 5 Variation of density p, fundamental derivative f , and Mach num
ber M through the centered expansion, reference case 

and transition regions are non-simple wave regions where both 
families of characteristics are curved. In the two dimensional 
case (not shown), the transition region is a simple-wave region 
where the C+ characteristics are straight. The last two C+ char
acteristics at the nozzle exit converge as they move from the 
axis. Slightly increasing 6* will cause these two characteristics 
to overlap, signaling the beginning of shock formation. This 
is the condition that effectively defines the value for ĵJâ . Once 
a shock occurs (compression or expansion), the flow is no longer 
isentropic and the MOC cannot be applied without a special 
procedure to account for the placement of the shock. These 
shocks are expansion shocks in the T < 0 region. 

Figures 5(a-c) show the variation of flow parameters through 
the centered expansion as the gas expands around the sharp 
comer from 0 = Q deg to ^ = 0*, for the reference case. Since 
the gas has not yet been expanded into the T < 0 region, the 
values are similar to what would be expected for a perfect gas. 
The density decreases through the centered expansion, as ex
pected, which causes F to drop from near 5.4 to about 4.5 
where the supersonic wall contour begins. The Mach number 
steadily increases since the gas is still behaving classically. 

Figures 6(a-d) show the wall contour and the variation of 
M, p, and T along the nozzle axis and wall for an axisymmetric 
MLN with To = 1.01, S = 0.015, and Vo = 0.7, 0.9. The VQ 
= 0.9 case is an example of a dense gas with the isentrope 
never crossing into the T < 0 region during the supersonic 
portion of the expansion. Figure 6(a) indicates the increase in 
nozzle size required for the more dense gas. Note that for all 
comparisons in Figs. 6, d* = 2.5 deg = 0^^^. The upper limit 
on 0* is determined by the production of shock waves. These 
shocks occur when C+ characteristics near BC overlap (see 
Fig. 3). 

For Figs. 6{b-d) there are two sets of curves. The curves 
along the nozzle axis terminate at the start of the uniform exit 
flow region that coincides with the termination of the kernel 
at point B as shown in Fig. 3. The curves for flow variables 
along the wall extend to the end of the contour at point C of 
Fig. 3. The density p varies smoothly along the axis and wall 
for both cases as shown in Fig. 6ib). Figure 6(c) shows that 
the gas is expanded into a T < 0 region that extends to the 
nozzle exit for the reference v^ = 0.7 case. For this case, the 
Mach number reaches a maximum of about 1.92 upstream of 
the exit, before decreasing. This agrees with the quasi one-
dimensional results obtained by Cramer and Best (1991) and 
Fig. 2. In contrast, for the VQ = 0.9 case the Mach number 
monotonically increases. 

A comparison of the wall contours at the maximum Mf for 
the two-dimensional and axisymmetric cases using the refer-
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Fig. 7 Contours for two-dimensional and axisymmetric nozzles at the 
same exit Mach number 

ence conditions is sho\yn in Fig. 7. Note that vertical axis is 
substantially stretched in order to enhance the visibility of the 
differences in the two contours. Although difficult to discern, 
the axisymmetric contour contains an inflection point just 
downstream of the throat that is not present in the two-dimen
sional contour. Also, S* is larger for the two-dimensional case 
as will be shown in more detail in the following figures. The 
axisymmetric nozzle is shorter and smaller, showing that it is 
more efficient than a two-dimensional nozzle in expanding a 
gas to a specific Mach number. The results of this plot, in
cluding the axisymmetric inflection point, agree with the per
fect-gas results of Argrow and Emanuel (1988). 

Figures 8 and 9 show the Q* versus Mf variation for the axi
symmetric and two-dimensional cases, respectively. These fig
ures show the reference case and the effect of varying VQ, keep
ing other reference conditions fixed, compared to a perfect gas. 
The perfect gas is modeled by setting a and b to zero and Ẑ  
= 1 in the thermodynamic equations. When a perfect gas is 

Fig. 8 Initial wall turn angle (t versus exit lUach number Mf, variable 
foi axisymmetric case 

Fig. 9 Initial wall turn angle 9* versus exit Mach number M,, variable 
I/O, two-dimensional case 

modeled, changing stagnation conditions does not alter the 
nondimensional results. In the less dense case, v^ = 0.9, the 
isentrope passes completely through the T < 0 region during 
the subsonic acceleration from stagnation to the sonic throat 
conditions. Thus, the supersonic portion of the isentrope, com
puted with the MOC, is completely in the T > 0 region. The 
To = 0.7 case with T < 0, reaches a maximum Mf of about 
1.92 for 0* = I deg for the axisymmetric case shown in Fig. 
8. Then Ai} decreases to about 1.18 when 0*ax = 2.5 deg. For 
the two-dimensional case shown in Fig. 9, the maximum M 
= 1.92 is reached at 6* = 2.5 deg, and Mf = 1.73 at 6*^ = 
3.5 deg. In each of Figs. 8 and 9, increasing v^ beyond the 
value of 0.9 (decreasing the stagnation density) keeping To fixed, 
causes the curves to move to the right toward the perfect-gas 
limit. Decreasing VQ (increasing stagnation density) from the 
0.9 value moves the curves to the left until the T < 0 condition 
is reached, then the curves bow toward the right, beyond the 
perfect gas limit as shown. Figure 10 is an axisymmetric case 
that shows that the same behavior occurs by increasing To, 
keeping other conditions fixed at the reference values. 

Figures 11 and 12 show the variation of the kernel length 
Xb and nozzle length Xf versus Mf, respectively. Here, TQ and 
5 are set at the reference values (ro = 1.01, S = 0.015). The 
nonclassical behavior is apparent from the double-valued curves. 
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Fig. 10 Initial wall turn angle 6* versus exit Mach number M,, variable 
To, axisymmetric case 
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Fig. 13 Area error for varying number of characteristics, reference case 

These curves indicate that for given stagnation conditions the 
same Mf can often be produced from nozzles with two different 
6*. In Fig. 11, the kernel length continues to increase even as 
M/decreases (and B* increases). However, in Fig. 12, the noz
zle length begins to decrease after Mf decreases somewhat. 
Therefore, there is a range where Ai/decreases (with increasing 
d*), the kernel region expands, and the transition region con
tracts. The overall economy of the axisymmetric nozzle is ap
parent from the smaller Xf values required to produce a partic
ular value for Mf as shown in Fig. 12. All perfect and lower-
density (t-o = 0.9) cases shown behave classically, with similar 
kernel and nozzle lengths. Note that as in Figs. 8-12, the per
fect gas and Vo = 0.9 curves do not extend to Mf values as 
high as those with the reference conditions. Again, this is be
cause all curves only extend to the 6* limit of the reference 
BZT case. The perfect gas and TQ = 0.9 curves could be ex
tended indefinitely if 6* (with To = 1.01, 6 = 0.015) is al
lowed to increase beyond fljSax = 2.5 deg for the axisymmetric 
case or beyond Ŝ ax =3.5 deg for the two-dimensional cases. 

Figure 13 shows how increasing the number of character
istics decreases the error in the computed ratio of exit area to 
throat area, Af/A*. The error is the difference between Af/A* 
computed from the wall contour, and Af/A* computed from 
the exact quasi one-dimensional relation. The quadratic regres
sion curve shows the trend of increasing accuracy with in
creased computational effort. 

Fig. 12 Nozzle length x, versus exit Mach number Ut, variable I'D 

Journal of Fluids Engineering 

Conclusions 
The MOC is applied to the steady isentropic flow of a sin

gle-phase dense gas. A method is presented for generating in-
viscid MLN contours to produce a uniform supersonic flow 
based on a straight sonic Une assumption. The computed dense-
gas MLN contours are similar in shape and size to the perfect-
gas cases. The double-valued relation between 8*, X/,, and Xf, 
with respect to My for the BZT fluid, can result in substantially 
greater values for Xi, and Xf than for the less dense T > 0 and 
perfect gas cases. In these instances the lower of the two 0* 
values will result in shorter values for Xi, and Xf. Thus, for the 
limited Mf values investigated, there is no obvious reason to 
use the larger of the two 6* values for the double-valued BZT 
cases. 

The MLN procedure presented is limited to cases where there 
is only one sonic point. Inclusion of more than one sonic point 
will require the coupling of the present method with a subsonic 
contour design procedure. As shown in Fig. 2, in order to 
isentropically expand the BZT fluid from a stagnation state to 
M —» 00 with the reference stagnation conditions, M must first 
reach a local maximum, before it decreases to a local super-
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sonic minimum. An isentropic expansion to M —» oo is not 
possible with a single centered expansion. At best, the single 
centered-expansion MLN can generate an M slightly beyond 
the local maximum before an expansion shock is generated. 
A design that employs two centered expansions separated by 
a finite, converging wall segment may be able to accomplish 
the expansion beyond the low supersonic Mf values shown. 
Figure 1 shows that once the gas is expanded beyond the local 
supersonic minimum, it will behave classically with further 
expansion. 

The method we present will produce MLN contours that ac
count for real-gas effects of a dense gas, including the non-
classical behavior of a BZT fluid. Although the simple van der 
Waals model is used, more accurate state equations are easily 
incorporated. For existing perfect-gas codes, the primary mod
ification is to replace the perfect-gas state equations with real-
gas state equations, the procedure for construction of the char
acteristic net is unchanged from that used in previous work 
(Argrow and Emanuel, 1988, 1991). A MLN can be designed 
to produce a steady supersonic flow of a BZT fluid that exits 
the nozzle in a T < 0 state. This raises the possibility of in
teresting wind tunnel experiments to study the supersonic flow 
of a dense gas over airfoils and other aerodynamic shapes. 
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A Fast, Accurate Real Gas 
Equation of State for Fluid 
Dynamic Analysis Applications 
A modified form of the Redlich-Kwong two-parameter equation of state is presented. 
The modified equation employs the acentric factor and the critical point compress
ibility factor as additional parameters to improve its accuracy and to extend its 
application range to include the critical point. This modified equation is as simple 
as the original form, yet achieves substantially better prediction accuracy, including 
thermodynamic parameters such as enthalpy and entropy. Results from this equa
tion, the original equation, and three other popular modified forms are compared 
with gas property data for several compounds to demonstrate its improved accuracy 
and increased application range. Practical application limits to the other modified 
forms are identified to guide current users of those methods. 

Introduction 
The fluid dynamic analysis of turbomachinery often requires 

the consideration of highly, nonideal gases or gas mixtures. 
The simple two-parameter equation of state is very attractive 
for this purpose. First, the increase in computation time for 
real gases over perfect gases is a minimum for this form. Sec
ond, the data required are readily available for almost all com
pounds of interest. 

The Redlich-Kwong equation of state is generally consid
ered the most accurate of the two-parameter equations of state. 
The original form (Redlich and Kwong, 1949) is 

P = 
RT 

V-b 

«o 

V(V + b) Ti-^ 
(1) 

where AQ and b are constants related directly to the gas critical 
pressure and temperature. Many investigators have attempted 
to improve the accuracy of the Redlich-Kwong equation. A 
good review of many of these modifications is given by Ried 
et al. (1977). Many of these modified equations are not suit
able for the fluid dynamic analysis application due to complex 
forms not easily extended to predict thermodynamic parame
ters such as enthalpy and entropy, without excessive compu
tation time. The models of Soave (1972), Wilson (1966), and 
Barnes-King (Barnes, 1973) are quite suitable for this appli
cation. These modified equations employ the acentric factor 
(Pitzer, 1955) as an additional correlating parameter in a fully 
analytical form. The original references for the models of Wil
son and Barnes-King were not available to the author, so the 
description by Ried et al. (1977) was used for those models. 
This does not provide information relative to the basis for the 
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modifications employed. Soave employed vapor pressure data 
for a series of hydrocarbon compounds to develop his modified 
form. His method emphasizes vapor-liquid equilibrium pre
diction accuracy. 

Results from the Redlich-Kwong equation, and the modi
fications by Soave, Wilson, and Barnes-King have been com
pared to gas property data, with the intention of selecting the 
best model for fluid dynamic analysis activity in turbomachin
ery. Each of the modified forms showed improved prediction 
accuracy for certain compounds and for certain ranges of re
duced temperature and pressure. But, when the modified forms 
were used beyond their range of validity, large deviations from 
gas property data were observed. For these same conditions, 
the deviations of the original Redlich-Kwong equation were 
relatively modest. It was concluded that unless the validity of 
the modified equations for the problem of interest is well es
tablished, the safest choice is the original Redlich-Kwong 
equation. 

These forms of the Redlich-Kwong equation can be repre
sented by the general equation 

P = 
RT a(T) 

V-b V(V-^b) 
(2) 

where 

Redlich-Kwong: 
Soave: 

Wilson: 
Barnes-King: 

and for all forms, 

a{T) = ao/T^ 
a{T) = ao[l + (0.48 + 1.57w -
0.17<«̂ )(1 - T^)] 
a(T) = aolTt! + (1.57 + 1.62a>)(l - T^)] 
a(T) = aoT^[l + (0.9 + 1.21(o)(r|= -
1)] 

flo = 0.42141R^T^/P, 
b = 0.08664RTJP, (3) 

which satisfy the thermodynamic stability criterion that the first 
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and second partial derivatives of P with respect to V must equal 
zero at the critical point. 

The Present Method 

The observation that the original Redlich-Kwong equation 
was the most general of the four methods evaluated, suggests 
a modified form more closely associated with the original 
equation might be a promising direction for investigation. The 
present method employs a similar form 

RT a(T) 
P = ——• (4) 

V-b + c V(y+ b) 

where Eq. (3) apply and 
a(T) = aon" (5) 

The additional constant, c, is a correction to eliminate a known 
weakness of the Redlich-Kwong model at the critical point, 
where it (and the modified forms described above) predicts a 
compressibility factor of 1/3. This makes the equations vir
tually useless in the vicinity of the critical point. To remove 
this weakness, the constant, c, is defined by 

/?T 
c = + b-V, (6) 

«0 

Table 1 Optimum values of n 

Vc(y, + b) 
The addition of c does compromise the thermodynamic sta
bility condition. But, typical values of c are about two orders 
of magnitude smaller than b. Experience has shown that the 
addition of c has virtually no effect upon predictions except in 
the immediate vicinity of the critical point. At the critical point, 
Eq. (4) becomes exact. 

The more significant aspect of the present modification is 
the use of Eq. (5), where the Redlich-Kwong equation's ex
ponent of 0.5 is replaced by the general parameter, n. The 
optimum value of n was established for twelve different com
pounds covering a wide variation in acentric factor values. 
Predictions with Eq. (4) were compared to tabulated property 
data over a range of n to select the value of n that yields the 
minimum root-mean-square (rms) error in P for given values 
of V and T. All compounds showed a clear minimum rms er
ror, but with an uncertainty range of about 0.05 over which 
the rms error showed little variation. The maximum error was 
also considered in selecting the optimum value of n within this 
range of uncertainty for each compound. Table 1 shows the 
results obtained and the range of temperature and pressure cov
ered by the data sets for the compounds considered. 

Data for helium were obtained from Akin (1950). Data for 
refrigerant R134a (1,1,1,2-tetrafluoroethane) were obtained from 
MIST (1991). Data for all other compounds were obtained from 
Canjar and Manning (1967). The data sets used for the twelve 
compounds typically consisted of about fifty points distributed 
over the temperature and pressure ranges indicated in Table 1. 
These ranges were chosen to insure validity of the new model 
for anticipated fluid dynamic applications. Due to the form of 

Compound 
Helium 
Hydrogen 
Methane 
Nitrogen 
Ethylene 
Propane 
I-Butane 
Carbon Dioxide 
N-Pentane 
Ammonia 
R134a 
Steam 

-0.464 
-0.220 
0.0080 
0.0400 
0.0868 
0.1520 
0.1848 
0.2250 
0.2539 
0.2550 
0.3254 
0.3440 

n 
0.03 
0.31 
0.53 
0.60 
0.59 
0.63 
0.68 
0.77 
0.76 
0.85 
0.96 
1.02 

TCK) 
19 - 588 
89-366 

144 - 394 
105 - 1366 
200-560 
310 - 478 
310-810 
222 - 589 
377 - 700 
344 - 588 
262 - 588 
422- 1144 

P(bar) 
1.0- 103 
3.5-
1.0 
1.0-
1.0-
1.0 
1.0 
1.0-

172 
93 
96 
103 
83 
69 
138 

1.0-69 
1.0- 139 
0.3 - 81 
1.0- 172 

1 1 "1 1 1 r 
° Gas Data Values 

Equation (7) 

HJ.5 -0.4 -0.3 -0.2 -0.1 0.0 0.1 0.2 0.3 0.4 0.5 
Acentric Factor 

Fig. 1 Empirical equation for n 

Eq. (5), values of T^ above and below unity are significant to 
making a valid selection of n. It was quickly noted that minor 
deviations can be magnified at higher values of PR. Where 
practical, the data sets were selected for 7";, from 0.6 to 2 and 
Pit up to 2. Some sets deviate from that preferred practice, due 
to data availability or to conform to conditions of practical 
interest for fluid dynamic analysis applications. 

The optimum values of n are well correlated by the empir
ical Eq. (7) as can be seen in Fig. 1. 

n = 0.4986 + 1.1735a) + 0.4754fi>̂  (7) 

Pressure-Volume-Temperature Predictions 

The evaluation of the present method is best presented by 
comparing results from it with the other alternate forms of the 
Redlich-Kwong equation of state. The five methods discussed 
in this paper were compared in terms of the errors in predicted 
pressure with respect to the gas property data sets. Table 2 
lists the rms errors in the predicted pressure for the various 
equations. Table 3 shows a similar comparison for the maxi
mum error. 

The data sets used, necessarily include some points where 
real gas effects are negligible. These points serve as a control 
on the selection of n, to insure that the selected value does not 
introduce non-ideal behavior where there is none. Also, they 

Nomenclature 

A = Helmholtz energy, dA = ~PdV 
a = function of temperature in modi

fied equations 
do - gas constant defined in Eq. (3) 
b = gas constant defined in Eq. (3) 
c = gas constant defined in Eq. (6) 

Cp = specific heat at constant pressure 
H = specific enthalpy 
M = molecular weight 
n = exponent in the modified equa

tion, Eq. (4) 

P = pressure 
R = gas constant, RJM 

Ru = universal gas constant 
5 = specific entropy 
T - temperature 
V = specific volume 
X = mole fraction 
Z = compressibility factor, PV/{RT) 
(D ~ acentric factor = -log P^n - 1 

(evaluated at 7"̂  = 0.7) 

Subscripts 

c = value at the critical point 
R = reduced parameter (normalized by 

its critical point value) 
V = condition on vapor saturation curve 

Superscripts 

0 = condition at a reference pressure 
where the ideal gas model applies. 
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Table 2 Comparison of rms pressure errors 

Compound 
Helium 
Hydrogen 
Methane 
Nitrogen 
Ethylene 
Propane 
I-Butane 
Carljon Dioxide 
N-Pentane 
Ammonia 
R134a 
Steam 

Present 
Method 
0.43% 
0.53% 
0.52% 
0.87% 
0.39% 
0.44% 
0.58% 
1.23% 
0.70% 
1.00% 
0.62% 
0.74% 

Redlich 
-Kwong 
1.55% 
1.17% 
0.52% 
0.65% 
0.78% 
0.97% 
1.41% 
1.73% 
1.61% 
1.45% 
2.09% 
1.19% 

Soave 
3.42% 
0.98% 
0.49% 
0.82% 
1.04% 
1.04% 
1.15% 
1.83% 
1.41% 
1.36% 
1.23% 
1.01% 

WiUon 
3.61% 
3.04% 
2.00% 
4.69% 
3.39% 
2.43% 
3.09% 
3.90% 
3.15% 
2.19% 
3.37% 
1.97% 

Barnes 
-King 
11.5% 
9.99% 
1.53% 
1.78% 
0.71% 
0.34% 
0.51% 
1.51% 
1.01% 
1.21% 
1.20% 
1.05% 

Average 0.65% 1.28% 1.31% 3.07% 2.69% 

Table 3 Comparison of maximum pressure errors 

Compound 
Helium 
Hydrogen 
Methane 
Nitrogen 
Ethylene 
Propane 
I-Butane 
Carbon Dioxide 
N-Pentane 
Ammonia 
R134a 
Steam 

Present 
Method 
1.19% 
0.92% 
1.33% 
1.36% 
1.39% 
1.51% 
3.00% 
4.08% 
2.71% 
3.64% 
1.86% 
3.48% 

Redlich 
-Kwong 
5.26% 
4.08% 
1.25% 
1.67% 
1.46% 
2.14% 
3.41% 
5.00% 
4.33% 
4.67% 
4.94% 
3.71% 

Soave 
11.0% 
2.30% 
1.63% 
2.19% 
3.18% 
3.18% 
5.07% 
4.54% 
4.68% 
3.82% 
4.90% 
3.55% 

Wilson 
10.1% 
6.54% 
5.23% 
8.89% 
7.64% 
7.43% 
8.95% 
11.6% 
9.43% 
6.17% 
12.3% 
5.23% 

Barnes 
-King 
32.2% 
22.7% 
3.66% 
3.43% 
1.31% 
0.92% 
2.78% 
4.26% 
3.49% 
3.94% 
4.78% 
3.55% 
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serve as base points to permit an evaluation of prediction ac
curacy for enthalpy and entropy. To avoid an artificially low 
error estimate, these points are not included in the rms errors 
shown in Table 2. Whenever both the specific equation of state 
and the gas property data showed less than 1 percent deviation 
from an ideal gas equation (i.e., 0.99 < Z < 1.01), the point 
was dropped from the rms error calculation. 

Figures 2 through 6 show a more detailed summary for about 
25 percent of the data points used in the evaluation. These 
figures include an intermediate and a high pressure point for 
each temperature considered for all compounds (low pressure 
points are of less interest since real gas behavior is less sig
nificant). 

It is clear that the present method achieves significantly bet
ter overall prediction accuracy than any of the other four models 
evaluated. Tables 2-3 and Figs. 2-6 also support the earlier 
conclusion that the classical Redlich-Kwong equation was found 
to be a safer choice than the modified equations of Soave, 
Wilson and Barnes-King. For the gas property data sets used 
here, only the present method consistently achieves an overall 
accuracy better than the original Redlich-Kwong equation, with 
an average rms error in pressure about 50 percent less for the 

o 

o °o 

o 

J^-^^ 
10-» 10-' 10° 10' 1 

Reduced Pressure 

Fig. 6 Typical pressure errors—Barnes-King model 

twelve compounds considered. The other modified forms do 
show excellent prediction accuracy over a major portion of the 
data set points used, but also show substantial local deviations 
that are reflected in the rms and maximum errors. From a de
tailed analysis of the individual data point errors, the following 
observations can be made. 
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Table 4 Comparison of rms enthalpy errors 

Compound 
Helium 
Hydrogen 
Methane 
Nitrogen 
Ethylene 
Propane 
I-Butane 

Present 
Method 
0.45% 
0.15% 
0.28% 
0.37% 
0.49% 
0.14% 
0.16% 

Carbon Dioxide 0.56% 
N-Pentane 
Ammonia 
R134a 
Steam 

Average 

Table 5 

Compound 
Helium 
Hydrogen 
Methane 
Nitrogen 
Ethylene 
Propane 
I-Butane 

0.16% 
1.27% 
0.34% 
0.72% 

0.42% 

Redlich 
-Kwong 
1.39% 
0.92% 
0.30% 
0.40% 
0.53% 
0.41% 
0.41% 
0.99% 
0.42% 
2.08% 
0.74% 
1.55% 

0.84% 

Comparison of 

Present 
Method 
0.54% 
1.16% 
0.46% 
1.68% 
0.68% 
0.16% 
0.15% 

Carbon Dioxide 0.73% 
N-Pentane 
Ammonia 
R134a 
Steam 

Average 

0.20% 
1.07% 
0.28% 
0.57% 

0.64% 

Redlich 
-Kwong 
0.73% 
1.11% 
0.48% 
1.70% 
0.77% 
0.42% 
0.38% 
1.02% 
0.47% 
1.50% 
0.59% 
1.22% 

0.87% 

Soave 
1.56% 
0.51% 
0.43% 
0.56% 
0.64% 
0.20% 
0.20% 
0.72% 
0.16% 
1.36% 
0.45% 
0.82% 

0.63% 

Wilson 
1.58% 
0.69% 
0.77% 
1.25% 
1.10% 
0.53% 
0.42% 
1.19% 
0.35% 
1.50% 
0.77% 
1.05% 

0.93% 

Barnes 
-King 
4.46% 
2.54% 
0.53% 
0.41% 
0.52% 
0.22% 
0.21% 
0.71% 
0.17% 
1.43% 
0.50% 
0.87% 

1.05% 

rms entropy errors 

Soave 
0.94% 
1.04% 
0.51% 
1.61% 
0.87% 
0.28% 
0.25% 
1.00% 
0.21% 
1.20% 
0.46% 
0.69% 

0.75% 

Wilson 
1.30% 
0.82% 
1.19% 
2.89% 
1.62% 
0.73% 
0.60% 
2.01% 
0.46% 
1.70% 
0.96% 
1.24% 

1.29% 

Barnes 
-King 
5.06% 
4.89% 
0.89% 
1.89% 
0.76% 
0.21% 
0.20% 
0.95% 
0.21% 
1.20% 
0.49% 
0.75% 

1.46% 

Only the present method and the original Redlich-Kwong 
equation should be used for w < 0. With reference to Figs. 
2-6 , this includes all points with PR > 4. But, even at 
lower reduced pressures, the other modified forms show 
less accuracy when tu < 0. 
Soave's model yields an accuracy comparable to the pres
ent method when P^ < \. This result is consistent with 
the model's development from vapor pressure data for va
por-liquid equilibrium prediction. 
The Barnes-King model also shows an accuracy compa
rable to the present method for PR < 1. Presumably this 
model also was developed for lower reduced pressures. 
Wilson's model tends to lose accuracy for PR > 0.7 and 
shows larger deviations near the saturation line than the 
other models. Even in the lower reduced pressure range, 
the Soave and Barnes-King models appear to be superior. 
All five equations show increased errors near the satura
tion line. Surprisingly, Soave's model does not appear to 
offer any advantage over the other models in this region. 

Enthalpy-Entropy Predictions 

Following Ried et al. (1977) the enthalpy and entropy de
parture functions are defined by 

-K-f) dV-RT\n — 

S-S°= (A - A°)v 
dT 

H-H° = A-A° + T(S-S°)+RnZ-l) (8) 

where the superscript, 0, identifies values at a reference pres
sure, P°, where the ideal gas law applies. Departure functions 

for all of the variants of the Redlich-Kwong model can be shown 
to be given by 

i I da 
H-H° = PV-RT + -{ T a In 

b\ dT 

S-S° 

R 
= ln 

VV -b + c 

V" V 
1 da 

+ In 
RbdT 

V+ b 

V 

V+ b 

V 

(9) 

(10) 

where the proper form of a, b, and c are employed for the 
various forms (note that c = 0 for all but the present method). 
To avoid any bias due to inaccuracy in the ideal gas curve fits 
used to predict H" and S°, enthalpy and entropy errors were 
evaluated based upon differences between the lowest pressure 
data point and all other data points for each temperature in 
each data set. The thermodynamic variable errors were ex
pressed as 

AH AS 
H error = ; 5 error = — 

C,T C, 
(11) 

Tables 4 and 5 show the rms errors expressed in this fashion. 
Again, the error analysis dropped all points for which both the 
data and the equation of state indicated that no significant non-
ideal gas behavior was present. 

With regard to enthalpy departure, it can be seen that the 
present method is superior to all of the other forms of the Red
lich-Kwong equation evaluated here. Indeed, it achieves the 
lowest rms enthalpy error for all twelve compounds consid
ered. Except for w < 0, the Soave and Barnes-King models 
also yield better accuracy than the original form. Wilson's model 
shows less accuracy, again directly related to local deviations 
at reduced pressures above about 0.7. 

With regard to entropy departure, the present method again 
achieves the best accuracy. It consistently yields the lowest 
rms errors (except for nitrogen, where Soave's model shows 
a slight advantage). Soave's model and the Barnes-King model 
(except for co < 0) and the original equation also offer good 
accuracy. Wilson's model shows the largest entropy devia
tions, again, due to large deviations for Pg > 0.7, 

Conclusions 

The modified Redlich-Kwong equation of state presented here 
offers significantly better prediction accuracy than the original 
form and the other modified forms evaluated. The equation 
has been validated over a range of acentric factor values from 
-0.464 to 0.344, which includes most values of practical in
terest. The present method also removes the large, local in
accuracy of the other Redlich-Kwong models near the critical 
point. The revised equation is as simple as the original form, 
making it very attractive for use in fluid dynamic analysis ap
plications, where computational speed is a critical consider
ation. Conversion of existing Redlich-Kwong computational 
methods to this new form should be relatively trivial. 

The present method requires two additional parameters rel
ative to the original form—the acentric factor and the critical 
point compressibility factor. Both of these parameters are readily 
available for nearly all compounds of interest. In the rare cases 
where this is not true, suitable estimation methods are avail
able (e.g., Ried et al., 1977). For gas mixtures, a direct ex
tension of the original Redlich-Kwong mixing rules should be 
appropriate, i.e.. 

•pd+n) _ [^.VWvKif 

Pr = 

^(x,TjP„) 

T, 

l.{x,TjP„) 

CD = 2(.JC,ft),) 

(12) 

(13) 

(14) 
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Zc — 2/ (Xj Z,ci) 

M = 2(XiMi) 

(15) 

(16) 

Based on the present comparison of predictions with tabu
lated gas property data, users of the Soave and Barnes-King 
models should use caution when applying those methods for 
PR > 1. For Wilson's model, caution is recommended for P^ 
> 0.7. These three modified forms of the Redlich-Kwong 
equation should not be used for compounds with a negative 
acentric factor. Of the five models evaluated, only the original 
Redlich-Kwong model and the present method were found 
suitable for unrestricted use for the compounds and thermo
dynamic data ranges considered. The present method yields 
typical rms prediction errors approximately 50 percent lower 
than the original form. 
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Multidimensional In-Cylinder 
Flow Calculations and Flow 
Visualization in a Motored 
Engine 
Multidimensional simulations of coupled intake port/valve and in-cylinder flow 
structures in a pancake-shape combustion chamber engine are reported. The engine 
calculations include moving piston, moving intake valve, and valve stem. In order 
to verify the calculated results, qualitative flow visualization experiments were car
ried out for the same intake geometry during the induction process using a transient 
water analog. During the intake process the results of the multidimensional simu
lation agreed very well with the qualitative flow visualization experiments. An im
portant finding in this study is the generation of a well-defined tumbling flow struc
ture at BDC in the engine. In addition, this tumbling flow is sustained and amplified 
by the compression process and in turn causes generation of a high turbulence level 
before TDC. Many interesting features of the in-cylinder flow structures such as 
tumble, swirl, and global turbulent kinetic energy are discussed. 

Introduction 
The in-cylinder fluid motion in internal combustion engines 

is one of the most important factors controlling the combustion 
process. A good understanding of fluid motion during induc
tion and compression strokes is critical to developing engine 
designs with the most desirable operating and emissions char-
acteristies (Heywood, 1987). Many experimental and com
putational methods have contributed to understanding the role 
of in-cylinder flow structures in internal combustion engines 
(Kyriakides and Glover, 1985; Gosman, 1985; Arcoiimanis et 
al., 1982; Haworth et al., 1990; Khalighi, 1990; Henriot et 
al., 1989; Hirotomi et al., 1981; Vafidis et al., 1987). 

In recent years, many multidimensional modeling programs 
have emerged that offer researchers and designers valuable in
sights that can not be gleaned from the use of test-bed analysis 
alone (O'Conner, 1992). Although there are common flow 
characteristics in all engines, the exact flow depends on the 
particular engine under investigation. In most cases, multidi
mensional models have complemented the experimental work 
in identifying important in-cylinder flow characteristics for a 
particular engine that can impact the engine performance. 

The aim of the present investigation is to apply an in-house 
developed Computational Fluid Dynamics (CFD) code (Ha
worth et al., 1990) to investigate the iil-cyHnder flow struc
tures generated in a pancake-shaped combustion chamber en
gine during both intake and compression strokes. An attempt 
has been made to verify the computational results using qual-

Contributed by the Fluids Engineering Division for publication in the JOUR
NAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering 
Division September 21, 1993: revised manuscript received June 27, 1994. As
sociate Technical Editor: O. Baysal. 

itative in-cylinder flow visualization. The flow visualization 
study was carried out for the same engine utilizing the transient 
water analog used in our previous studies (Khalighi, 1990 and 
Khalighi, 1991). 

Engine Geometry and Configurations 

The engine specifications adopted for the present study are 
summarized in Table I. This engine geometry is intended to 
represent a pancake-shape combustion chamber with one in
take valve and a centrally located spark plug. The engine's 
intake system consists of a bell-mouth, a 90-degree circular 
bend, a straight pipe (intake runner), and a 90-degree circular 
intake port all with the same circular cross sections. The bell-
mouth is installed at the entrance of the runner to ensure a 
uniform entry velocity distribution into the intake system. A 
schematic of the intake runner and port is illustrated in Fig. 
1. The valve guide does not protrude into the port and thus 
the illustrated port-wall curvature is maintained where the valve 
stem passes through the port wall. 

Computational Approach 

In this section, a brief description of the numerical algorithm 
and turbulence modeling is given. Next, initial and boundary 
conditions are described, followed by a brief presentation of 
the computational mesh and grid generation. 

Numerical Algorithm and Modeling. An in-house com
putational fluid dynamics (CFD) code is used for the present 
study (Haworth et al., 1990 and Haworth et al., 1993a). This 
code is a general finite volume based approach and is suitable 
for solving problems which are: one, two, or three-dimen-
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Table 1 Engine specifications 
Bore 
Stroke 
Con. rod length 
Compression ratio 
Max. intake valve lift 
IVO 
IVC 
Engine speed 
MAP 

92.00 ram 
86.00 mm 
223.50 mm 
8:1 
8.90 mm at 474 degree after TDC 
364 deg after TDC (lift = 0.50 mm) 
590 deg after TDC (lift = 0.25 mm) 
1300.00 r/min 
46.00 kPa 

Table 2 Model constants used in the k-e equations 

Constant Value 

c, 
C2 
c, 

k 

0.09 
1.44 
1.93 

-0.34 
1.00 
1.19 
0.4187 

Runner-to-Port 
Interface 

Fig. 1 The engine Intake runner, port, and valve seat 

sional, transient or steady, turbulent or laminar, compressible 
or incompressible; and which depend on heat and species 
transfers. The principal equations solved are the mean mo
mentum, mean internal energy, turbulence kinetic energy (k), 
and viscous dissipation rate of turbulence energy (e). The mean 
density is calculated from an equation of state. A standard two-
equation k—e turbulence model is used. The model constants 
adopted for this study are summarized in Table 2. These con
stants have been used for several previous engine calculations 
(Haworth et al., 1990) and, hence, are adequate for our ap
plication. Complete details of the derivation of the governing 
equations and the turbulence modeling may be found in Ha
worth et al., 1990. 

The governing partial differential equations are discretized 
on an unstructured finite element-like mesh of arbitrary hex-
ahedral cells (Haworth et al., 1990 and Haworth et al., 1993a). 
This approach provides maximum geometric flexibility, which 
is particularly important for generating grids in engine appli
cations. All computed variables (velocities, turbulence, den
sities, etc.) are located at cell centers. Blended differencing 
has been implemented for the approximation of spatial deriv
atives in the mean momentum equations. This includes the 
standard (first-order) upwind differencing and the central dif
ferencing (second-order) numerical schemes. Blending is con
trolled by a parameter y as described by Haworth et al. (1990). 
This parameter varies between y = 0 for pure upwind differ

encing and y = 1 for pure central differencing. For our study, 
the value of 7 = 0.5 was used. Another important parameter 
is the computational time-step which was varied from 1/4 crank-
angle at intake valve opening (IVO) and intake valve closing 
(IVC) to one crank-angle during the computation. 

To account for the motion of the intake valve and the piston 
in an unstructured grid environment, a general grid motion 
treatment was employed. This algorithm allows three-dimen
sional deformation of the computational mesh in response to 
arbitrary motion of the boundaries (Haworth et al., 1990). In 
addition, a nonaligned-interface (shearing grid) capability is 
utilized which allows for surfaces inside the computational mesh 
whose cell faces need not match across common surfaces. This 
allows simpler or optimum mesh topologies to be selected. 

In a recent article, Demirdzic and Peric (1988) have pre
sented a volume conservation constraints applicable to nu
merical solutions of fluid flow problems in moving coordi
nates. The algorithm used in the present study satisfies this 
constraint exactly, since grid point, and not cell face, veloc
ities are being solved for. 

Initial and Boundary Conditions. The calculations are 
started at intake valve opening (IVO) with the piston and the 
intake valve assigned their appropriate position and speeds. 
The in-cylinder axial mean velocity is assumed to vary linearly 
between the piston velocity and the velocity at the port outlet. 
The in-cylinder radial and tangential {x and y) velocity com
ponents as well as mean velocity in the port, are set to be zero. 
The initial fluid temperature, mean density, pressure and spe
cies concentrations are assumed to be uniform inside the cyl
inder as well as inside the intake port. Initial turbulence kinetic 
energy and its dissipation rate are scaled to the mean piston 
speed as described by Haworth et al., 1990. 

Boundary conditions are specified at all moving (piston and 
valve) and stationary walls (cylinder and port walls) as well 
as the intake port entrance (orifice). This includes mean ve
locities, temperatures, turbulent kinetic energy (k) and turbu
lence dissipation rate (e). At the port-orifice entrance, constant 
and uniform mean static pressure and temperature are speci
fied. Turbulence kinetic energy at the orifice is scaled to the 
mean velocity, while the dissipation term is tied to the port 
diameter. A detailed description of boundary treatments may 
be found in Haworth et al., 1990. 

Grid Generation. Figure 2 outlines the computational mesh 
at 540 deg crank angle (BDC) used in this investigation. TDC 
at the start of intake is defined as 360 deg crank angle through
out this paper. The computational model reflects the geometry 
of the hardware used in the experimental studies. The total 
number of computational cells is approximately 60,000 for this 
model. The model includes the intake port, intake valve, valve 
stem, runner, and the intake bell-mouth as shown in Figs. 1 

Nomenclature 

BDC = bottom dead center 
IVC = intake valve closure 
IVO = intake valve opening 
TDC = top dead center 

77?;̂  = X component of tumble ratio 
TRy = y component of tumble ratio 
SR^ = swirl ratio 
Up = mean piston speed 

k = turbulent kinetic energy 
u' = turbulence fluctuation 
e = dissipation rate 
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Fig. 2 Outline of the computational mesh at BDC 

IVO 

/ 

' 
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Crank angle (380 = TDC lintake) 

Fig. 3 intake valve lift profile 

and 2. The exhaust valve and port are not modeled for this 
study. The intake valve lift profile used for the calculations is 
shown in Fig. 3. In order to carry out the computations, the 
valve lift profile had to be truncated at both ends (opening and 
closing). This compromise was made to ensure that the min
imum valve lift was limited to a nonzero value so that com
putational cells in the valve seat region remain of nonzero vol
ume. In all the calculations, the intake valve opening (IVO) 
and intake valve closing (IVC) are set at 364 and 590 deg, 
respectively (see Fig. 3). 

Numerical Accuracy. Numerical accuracy remains an is
sue in multidimensional computational fluid dynamics for in-
cylinder flows. The degree of spatial accuracy of the numerical 
solution is known to have a strong influence on computed in-
cylinder angular momentum, turbulence level, and mixing be
tween fresh charge and residual gas, in particular. 

The conventional approach to assessing numerical accuracy 
in multidimensional fluid flow calculations has been to per* 

Fig. 4 
1984) 

Axisymmetric piston-cylinder assembly (Vafldls and Whitlaw, 

form grid refinement tests. Our present calculations with two 
different grid sizes 60,000 and 120,000, showed insignificant 
changes in the levels of tumble (TRj, and 77?,,) and swirl (SR,) 
inside the engine. Based on our calculations an order-of-mag-
nitude increase in the number of cells are required for sub
stantial benefits in accuracy. On the other hand, higher-order 
schemes have been seen to yield substantial improvement in 
results. 

It is well known that standard linear-upwind differencing 
yields excessive artificial dissipation. Higher-order numerical 
schemes offer a computationally efficient route to the accurate 
representation of three-dimensional time-dependent internal 
flows on practical computational meshes. There is a substan
tial benefit to using values of y as small as 0.5 (for the present 
study), even though the formal accuracy of the convective dif
ferencing remains first order in space. To illustrate the im
portance of numerics, the computed BDC tumble ratio (TR^) 
in the present computation is 77?;t = -1.5 using the 50/50 
percent blend, while pure linear upwind differencing (y = 0) 
yields TR^ = -1 .3 . The higher tumble ratio magnitude results 
from improved conservation of angular momentum with higher-
order scheme. Furthermore, the computed turbulence kinetic 
energy increased markedly (20 percent) with improved nu
merics. 

To address the issue of accuracy in more details we present 
calculations for an axisymmetric piston-cylinder assembly shown 
in Fig. 4. This flow has been the subject of numerous mod
eling and experimental studies (Gosman et al., 1980, Diwaker 
and El Tahry, 1983, Vafidis and Whitelaw, 1984, Haworth 
and El Tahry, 1991, Haworth et al., 1993b), and the reader 
is referred to these studies for details of the flow and for com
parison between computations and measurements. Example 
comparisons between computed and measured mean axial 
velocities at 36 deg after top-dead-center (TDC) is shown in 
Fig. 5 (Haworth et al., 1993b). It can be seen that agreement 
is good except at the second measurement station, where com
puted profile undershoots the measured one. 

Local convergence is shown in Fig. 6. In this figure, the 
computed peak mean axial velocity at the measurement loca
tion closest to the head plane at 36 deg after TDC (Fig. 5) has 
been plotted as a function of mesh spacing rir and of differ
encing parameter y. It can be seen that increasing the spatial 
accuracy of the convective differencing scheme is an effective 
approach to improved accuracy: an order-of-magnitude in
crease in the number of computational cells with y = 0 gives 
the same improvement as increasing y from 0.0 to 0.7 with tir 
= 28 (Haworth et al., 1993b). These results are typical of our 
experience with in-cylinder and other internal flows. 

Experimental Procedures 
In order to validate the computational results obtained from 

our calculations, an experimental flow investigation was car-
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Fig. 5 Computed (bold solid lines) and Measured (symbols, light dashed 
lines) mean axial velocity profiles at 36 deg after TOC normalized by 
the mean piston speed. Computations are for a 50 x SO mesh with y 
= 0.9 (Haworth et al., 1993b) 

126 88 62 43 28 

o 7 = 0.0 (linear upwind) 
A 7 = 0.3 
V 7 = 0.5 
D 7 = 0.7 

7 = 1.0 (central) 

Fig. 6 Peal( mean axial velocity at 10 mm from the head versus grid 
spacing n,"' and differencing scheme y, axisymmetric configuration 
(Haworth et al., 1993b) 

ried out. The experimental study involved in-cylinder flow vi
sualization during the induction stroke. 

A flow box model of the engine head was fabricated and 
mounted on the transient water analog (Khalighi, 1990 and 
Khalighi, 1991). The working fluid was water which was seeded 
with a small amount of neutral density particles. Particles used 
for the flow visualization were Pliolite spheres with sizes of 
250-300 /xm. For these experiments, the field of interest was 
illuminated by a continuous laser light sheet, and a Panasonic 
video system (S-VHS system) was used to record the in-cyl
inder flow development during the induction process. For this 
study the transient water analog was operated at 65 r/min, 
which corresponds to an equivalent engine speed of 1300 r/min. 
Details of the operation and similarity discussion for the tran
sient water analog are given in Khalighi, 1991. It should be 
mentioned that the water analog experiment is used only to 
validate the intake process and can not be used for validation 
of the compression stroke. 

Results 

The coupled port-and-cylinder modeling (computation) study 
for the engine is carried through the induction and compression 
strokes starting shortly after TDC intake (TDC intake is 360 
deg). Computational results presented in this report are for the 
in-cylinder flow simulating a single part-load, low-speed en
gine operating condition (46 kPa manifold pressure, 13()0 r/min) 
under motored conditions (no combustion). 

Results are presented in two sections. First, detailed in-cyl
inder spatial mean velocity fields are discussed. The corre
sponding in-cylinder flow visualization (experimental) result 
is presented and compared with the computed one. The second 
set of results (computed) are global quantities of interest such 

% 100 m/s 

(c) 
100 m/s 

(d) ^° ™'« 

Fig. 7 Computed velocity field on cutting plane 1: (a) position of the 
cutting plane; (b) 420 deg; (c) 450 deg; (o^ BDC 

as tumble and swirl ratios, and the mass-averaged turbulence 
kinetic energy (k). 

Spatial In-Cylinder Flow Structures 

Induction Process (Intake Stroke). Figure 7 illustrates the 
calculated in-cylinder flow structures on an axial cutting plane. 
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Fig. 8 Velocity contours on cutting piane 1 at 420 deg. Daric coior 
(around the intalce valve) represents the Jet penetration Inside the cyl
inder. (a) 

The cutting plane, the location of the intake valve, and the 
coordinate system are also depicted in the figure. This figure 
shows the development of the intake process during an engine 
cycle at three different crank angles. Velocity fields are pre
sented with vectors (arrows) whose lengths are proportional to 
the local velocities at the corresponding locations in the flow 
field. The directions of the velocities are specified by the di
rection of the arrows. 

These velocity fields indicate the presence of a structured 
flow comprised of two pairs of counter-rotating vortices under 
the intake valve during the early induction (420 deg in Fig. 
lib)). These flow structures are visible for most of the intake 
flow process. As the piston moves towards BDC, a coherent 
tumbling motion is being developed in this cutting plane. At 
BDC the in-cylinder flow field is clearly dominated by this 
single large scale flow structure (Fig. 7(d)) with its axis of 
rotation in the -x direction (clockwise rotation in the figure). 
The +x direction defines the axis of a counter clockwise vorti
cal motion on this plane. 

To see how the tumbling flow is generated in this engine 
configuration, it is useful to re-examine Fig. 7; this time using 
contour plots as shown in Fig. 8 to represent velocities. Dif
ferent gray levels in this figure correspond to instantaneous 
spatial velocities, and it is suitable to observe the jet flow pen
etrations inside the cylinder. As can be observed from this fig
ure, the in-cylinder flow is characterized by the presence of 
two distinct jet-like flows emerging from the valve curtain area 
during early induction (dark area on the right and left sides 
inside the valve). It should be noted that these two distinct jet 
flows are parts of a single annular (conical) jet produced by 
the intake valve opening. However, for convenience it is treated 
as two separate jets on a two-dimensional cutting plane. As 
the piston moves downward, the jet flow on the right side (see 
Fig. 8) maintains its relatively high momentum and attaches 
to the cylinder walls while the jet flow on the left side goes 
down the cylinder axis. During the induction stroke the strong 
jet (right side) is redirected by the piston face which produces 
the tumbling flow later at BDC. 

It was rather surprising that such a well defined tumbling 
flow structure (Fig. 7(d)) existed for this engine configuration 
(with standard intake valve) since in most previously reported 
works, shrouds were used to produce such a well defined tum
ble in pancake-shape geometry engines (Kyriakides and Glover, 
1985; Gosman et al., 1985). Therefore, it was necessary to 
verify the in-cylinder flow structure obtained from these cal
culations. As mentioned earlier, this was accomplished by 
conducting flow visualization experiments using a transient water 
analog. 

In making comparisons between the flow structures ob
served in the water rig and the calculated flow, one must re
main aware of different natures of the quantities involved, i.e., 
cycle-resolved flow field for the former versus phase-averaged 
velocities for the latter. In cases where flow structures are re-
peatable from cycle to cycle, these comparisons are justified. 

Fig. 9 Flow visualization pictures of the flow field on cutting piane 1: 
(a) 450 deg; (b) BDC 

Our flow visualization experiments for the present engine con
figuration showed that the in-cylinder flow structure was re-
peatable from cycle to cycle except during early induction (to 
about 480 deg). 

Figure 9 presents video images showing the in-cylinder flow 
structures for two different crank angles during intake for the 
same intake configuration. These pictures were taken on the 
same plane (cutting plane 1). As can be seen from these im
ages, this intake configuration generates a well defined tumble 
at BDC, and the calculations (Fig. 7) have captured the qual
itative features of in-cylinder flow structures very well. In par
ticular, one can observe the generation of the counter rotating 
vortices under the valve during mid-induction and the well-
defined tumbling flow at BDC (Fig. 9 (b)). In the water rig, 
it was also observed that a coherent tumbling motion is not 
established until near BDC intake; this is consistent with the 
computational results of Fig. 7. 

Compression Process. Development of the in-cylinder flow 
structures during the compression stroke is shown in Figure 10 
on the same cutting plane. This figure contains a sequence of 
velocity fields at three different crank angles, namely 630, 690, 
and 720 deg. As evident in this figure, the dominant feature 
of the mean flow field continues to be the main tumbling flow 
which becomes considerably compressed and weaker during 
the compression stroke. As the piston moves toward TDC, the 
vortex is confined under the intake valve near the cylinder Wall 
(right-side wall in Fig. 10(a)). At TDC, however, the tumbling 
vortex is clearly dissipated and a pair of very weak vortices 
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Fig. 10 Development of the In-cylinder flow during compression on 
cutting plane 1: (a) 630 deg; (b) 690 deg; (c) 720 deg 

Fig. 11 Schematic of the tumble and swirl components and their cor
responding axes of rotations 

are apparent (with mean velocity of less than 1.5 m/s, Fig. 
10(c)). 

Evolution of Global Quantities. In this section we dis
cuss the evolution of the computed global in-cylinder quan
tities during intake and compression strokes. These quantities 
are: tumble, swirl, and turbulence kinetic energy (fc = u'/U^. 
Up is the mean piston speed. 

Tumble and swirl ratios are the total angular momentum of 
the in-cylinder fluid about the respective axis, divided by the 
moment of inertia about that axis, and normalized by the 
crankshaft angular speed. Tumble and swirl ratios are calcu
lated with respect to the instantaneous fluid center of mass as 
described in Haworth et al., 1990. Figure 11 illustrates the 
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Fig. 12 Tumble and swirl ratios about the Instantaneous center-of-mass 

schematic of the various tumble and swirl components (TO,,, 
TRy, and SR^) and their corresponding axes of rotation. 

Tumble and Swirl Ratios. Figure 12 shows the evolution 
with crank angle of the tumble (TR^ and 77?,,) and swirl (SR,) 
ratios for this engine. Looking at angular momentum as an 
equivalent rotation rate in this engine, we observe some in
teresting features of the global behavior of the in-cylinder tum
ble. First, in general the dominant tumble components 77?̂  (Fig. 
12) increases (absolute value) during (he early induction, reaches 
its peak, and then significant decay occurs, particularly during 
late compression to a level of almost zero at TDC. Second, 
TRy increases (absolute value) somewhat during part of the 
compression stroke as the piston moves upward. This is usu
ally referred to as "spinning-up" during compression. Similar 
observations have been reported by Gosman et al., 1985 and 
Haworth et al., 1990. This "spin-up" process is due to de
creasing moment of inertia of the in-cylinder fluid as the piston 
rises while the fluid tends to maintain its angular momentum 
(Gosman et al., 1985; Haworth et al., 1990). Both the rapid 
destruction of the tumble motion and the "spin-up" are linked 
to turbulence generation at TDC and will be discussed later. 

As seen in Fig. 12, swirl ratio (SR^) increases (absolute value) 
during the intake stroke and reaches its maximum level (swirl 
ratio of 1) at approximately 480 deg. From this crank angle 
on, swirl magnitude decreases (absolute value) through the rest 
of the engine cycle (i.e., intake and compression). This re
duction is due to the dissipation of angular momentum in the 
cylinder (physical), and also some artificial dissipation intro
duced by the numerical scheme. Therefore, the actual dissi
pation rate in the swirling process is most likely somewhat 
smaller than the one computed here. 

The computed and measured intake-valve-closure (JVC) swirl 
ratios for this engine configuration are 0.65 (at 590 deg) and 
0.70, respectively. The agreement between the calculated and 
measured swirl is excellent. The measured swirl value was ob
tained from steady-flow measurements of torque at fixed valve 
lifts; these data are processed by an engine simulation program 
to yield equivalent swirl ratio. The result from such an ex
periment is generally regarded as the swirl value at IVC. The 
momentum summation done by the engine simulation program 
does not account for dissipation and, hence, is expected to be 
somewhat higher. 

Global Turbulence Kinetic Energy. A very interesting as
pect of this study is the relative behavior of the turbulence 
kinetic energy during compression. The evolution of the tur
bulent kinetic energy with crank angle for this engine config
uration is shown in Fig. 13. This figure clearly illustrate the 
expected trend of higher turbulence energy during the intake 
process. There is a peak around 450 deg (maximum valve an-
nulus flow velocities). 
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Fig. 13 Global In-cyllnder turbulence kinetic energy as a function of 
crank angle 

Looking at Fig. 13 it can be observed that a significant de
cay of the global turbulent kinetic energy occurs between 460 
and 630 deg. It is after this point (630 deg) that the global 
turbulent energy is amplified rather than decayed. This addi
tional turbulence produced just before TDC can significantly 
enhance flame propagation. The increase in the turbulence level 
is mostly attributed to generation of the well-defined tumble 
motion during the intake process which persists long enough 
into the compression stroke to be destroyed and enhanced by 
the compression process (Gosman et al., 1985 and Ha worth 
et al., 1990). Therefore, this reiterates the fact that tumble is 
the major source of turbulence production inside the engine 
cylinder during compression while the effect of swirl on tur
bulence generation is minimal particularly during early com
bustion. 

It should be noted that the initial phase of combustion is 
controlled by both flow and spark plug characteristics. From 
then on, flame propagation tends to become independent of 
ignition conditions and very sensitive to the remaining mean 
flow velocity field. This suggests that the role of swirl may in 
fact be important during late combustion, particularly for cyclic 
variability, since the tumbling flow clearly vanishes at TDC 
as discussed earlier. However, it is still not clear what con
ditions near TDC of compression are optimum from the point 
of view of enhanced burning and reduced cyclic variability. 

Summary and Conclusions 

Multidimensional in-cylinder flow calculations and flow vi
sualization experiments were performed for a pancake-shape 
combustion chamber engine. Comparisons of the in-cylinder 
flow structures between computations and flow visualization 
experiments during the intake stroke revealed that our calcu
lations have captured the general in-cylinder flow features very 
well. 

It was rather surprising to see that this engine configuration 
produced a well-defined cylinder-size tumbling flow structure. 
The reason is, of course, the behavior of the intake jet flows 
emerging from the valve curtain area as seen in both the cal
culations and experiments. This engine configuration gener
ated a jet flow which attached to the cylinder wall was then 
directed across the cylinder by the piston face. 

Principal findings are as follows: 

• The engine with standard intake valve generates a well-
defined tumbling flow structure at BDC which is sustained 
and amplified by the compression process and in turn causes 
generation of a high level of turbulence before TDC. 

• Computed flow fields during intake agreed fairly well with 
the flow visualization experiments. 

• In order to generate a well-defined in-cylinder tumble it 
is essential for the jet flow emerging from the intake valve 
curtain area to attach to the cylinder wall and be redirected 
by the piston face. 

• Computed swirl ratio at IVC (Intake Valve Closure) was 
in excellent agreement with the measured one under steady 
flow condition. 
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Mathematical Modeling of 
Swirling Flames of Pulverized 
Coal: What Can Combustion 
Engineers Expect From 
Modeling? 
The present study is concerned with mathematical modeling of swirling pulverized 
coal flames. The attention is focused on the near burner zone properties of high-
and low-NO^ flames issued from an Aerodynamically Air Staged Burner of 3.4 MW 
thermal input. The swirling combusting flows are calculated using the k-e model 
and second-order models of turbulence. The Eulerian balance equations for enthalpy 
and mass fractions of oxygen, volatiles, carbon monoxide and final combustion 
products (CO2 + H2O) are solved. The Lagrangian particle tracking is accompanied 
by appropriate models of coal devolatilization and char combustion. Nitric oxide 
emissions are calculated using a NO ̂  post-processor for thermal-, prompt- andfuel-
NO. The objective of this paper is to examine whether the engineering information 
required for designing industrial burners is obtainable through the mathematical 
modeling. To this end, the flame computations, including NO emissions, ar6 com
pared with the measured in-flame data. The guidelines as to the combination of 
physical submodels and model parameters needed for quality predictions of different 
flame types are given. The paper is a shorter version of our recent ASME publication 
(Weber et al., 1993). 

Introduction 
Manufacturers and users of coal combustion equipment are 

making significant efforts to design efficient and reliable com
bustion systems which would meet the present emission stan
dards or even more stringent forthcoming regulations. Modi
fications to and retrofitting of the existing equipment need to 
be carried out without reduction in overall process efficiency 
and reliability. Both tasks require careful considerations of the 
combustion chamber, burners, heat extraction unit and flue gas 
cleaning equipment. An integral part of the combustion system 
is either a single flame or more frequently a row of flames. 
Engineering information required for designing flames suitable 
for a particular process can be classified into: 

First-order information: 

—knowledge of flame shape and length, and an estimate of 
flame temperatures with accuracy of around 200°C, 

—estimate of heat fluxes to the heat extraction unit with 
accuracy of around 30-40 percent, 

—location of regions of high- and low-mixing intensities; 

Second-order information: 

—knowledge of temperature distribution (accuracy within 
100°C), oxygen concentration (ace. 0.3 percent) and un-
bumed fuel (ace. 0.3 percent), 

—identification of furnace and burner zones of slagging po
tential; 

Third-order information: 

—knowledge of flue emissions of nitrogen oxides, carbon 
monoxide, sulphur oxides, soot, Polycyclic Aromatic Hy
drocarbons (PAH) and char burnout, 

—knowledge of in-flame temperatures (ace. 50°C) and de
tailed chemistry including identification of regions of high 
pollutant formation rate. 

The objective of this paper is to examine whether the three-
level engineering information listed above, is obtainable through 
mathematical modeling. To this end, the flame computations 
are compared with in-flame data gathered in swirling flames 
of thermal input in the range 0.9-3.4 MW (Smart et al., 1989; 
Dugu6et al., 1991). 

Contributed by the Fluids Engineering Division for publication in the JOUR
NAL OF RuiDS ENGINEERING. Manuscript received by the Fluids Engineering 
Division August 24, 1993; revised manuscript received May 3, 1994. Associate 
Technical Editor: A. F. Ghoniem. 

General Classification of Swirling Flames 

A range of well-defined flame types relevant to pulverized 
coal burner design can be identified. Figure 1 shows the var-
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ious characteristic mixing patterns that result in the flame clas
sification system (see Smart and Weber, 1989). Each of these 
basic flame types produces significantly different NO;, emis
sion levels when firing the same coal. 

A type-0 flame, produced without or with low inlet swirl, 
is a long jet-flame stabilized at the fuel injector or down
stream. It is used in comer-fired boilers and cement-kilns. When 
a single, 2 MW type-0 flame of a highly volatile (34 percent 
daf) Scotts Brench coal containing 1.63 percent N (daf) is 
fired in the IFRF furnace, typical NO, emissions are in the 
range 470-520 ppm (0 percent O2) with burnout of circa 98 
percent (Weber et al., 1987). 

When a sufficiently high degree of swirl is imparted on the 
combustion air, an internal recirculation zone (IRZ) is formed. 
The pulverized fuel is rapidly entrained into swirling combus
tion air resulting in a short, intense, type-2 flame which ignites 
in the close vicinity of the coal injector. Coal devolatilization 
takes place on the IRZ boundary, in an oxygen-rich zone, and 
the NO;, emissions for Scotts Brench coal are high, being in 
the range 900-1000 ppm (0 percent O2) with char burnout above 
99.6 percent (Weber et al., 1987). Type-2 flames are encoun
tered in wall-fired boilers equipped with conventional (high 
NO^) burners. 

A type-1 flame is a combination of type-2 and type-0 flame; 
the fuel jet penetrates either partially or fully through the in
ternal recirculation zone. By promoting the coal devolatiliza
tion inside the oxygen depleted IRZ, a substantial reduction of 
nitrogen oxides emission can be achieved. A typical 2 MW, 
type-1 flame of Scotts Brench coal produces 200-400 ppm 
NO;, (0 percent O2) with char burnout above 99.5 percent (We
ber et al., 1987; Smart and Weber, 1987). A number of in
dustrial low-NO;, burners designed to retrofit existing boilers 
utilize the principle of internal air staging to produce type-1 
flames. 

Fluid Flow in the Near Burner Zone 

In our previous publications (Weber et al., 1987, Smart et 
al., 1988) and more recently in a study of Abbas et al. (1992), 
the paramount influence of quarl zone aerodynamics on emis-

TYPE-O 

external 
external 

recirculation 

TYPE-2 
external 

, ..vl-a 3 r = - - S ~ recirculation 

C <r̂  Internal 
recirculation 

Fig. 1 Flame classification system 

sion of nitrogen oxides was demonstrated. It is essential that 
computations of near-field aerodynamics of swirl burners pro
vide a good knowledge of not only the size and shape of the 
IRZ, but also the velocity profiles. These are required to de
scribe the interaction between nonswirling particle-laden jet 
stream, the swirling combustion-air, and the IRZ. The flow-
field resulting from such a complex interaction determines the 
trajectories of coal particles. 

The importance of the interaction between a coal-laden pri
mary air jet and the swirl induced IRZ is demonstrated in this 
article using the Aerodynamically Air Staged Burner (AASB) 
shown in Fig. 2 (Smart and Weber, 1989). The burner is 
equipped with a movable-block swirler producing a constant 
tangential velocity vortex of around 20 percent turbulence in
tensity. The near burner zone properties and consequently NO;, 
emissions can be reduced by optimizing trajectories of coal 
particles (Smart et al., 1988). Figure 2 shows a range of coal-
particle trajectories within the AASB. The near burner flow 
field, momentum of the primary air and position of the fuel 
injector can be optimized to promote trajectories 3 and 4. 
By far, the simplest way of achieving this is by inserting the 
coal injector into the burner quarl. 

Nomenclature 

a •• 

Ac-
b •• 

Bpdf-

Dp 
ET 

Hco ~ 

H^iox — 

kc = 

M^o = 

p = 

q = 

s = 
Sc = 

parameter of Bp^f 
pre-exponential factor 
parameter of Bp^f 
Beta probability den
sity function 
particle diameter 
expectation of the fluc
tuating temperature 
enthalpy 
lower calorific value of 
CO 
lower calorific value of 
volatiles 
pseudo-reaction rate 
oxygen diffusion rate to 
coal particle 
equilibrium constant oif 
reaction (R4) 
molecular weight of NO 
static pressure 
bulk oxygen partial 
pressure 
overall char combus
tion rate 
variance coefficient 
Schmidt number 

*^pait> ^paitj 

Sj = source/sink term due to 
gaseous combustion and 
generation of gaseous 
species (volatiles, CO) 
from the coal phase 

^k~NOt k — t, 

p,f= the time-averaged NO 
sources for thermal-, 
prompt- and fuel-NO 
source terms represent
ing interactions be
tween the solid and 
gaseous phase 

Th = burnt temperature 
Tp = particle temperature 
r„ = unbumt temperature 

Ui, Ui = time-mean and fluc
tuating velocities 

var r = variance of the fluc
tuating temperature 

VMmax = high temperature vola
tile yield 

[ ] = concentrations of 
chemical species 

Meff = effective viscosity 
p = fluid density 

p « ^ = Reynolds stress 
Tg = temperature of gas sur

rounding the coal par
ticle 

Subscripts 

h •• 

CO 
d 
e • 

eff ^ 
8 '• 

i • 

P '• 

Pdf-

p-NO •• 

t-NO •• 

u -• 

vol = 

burnt 
carbon monoxide 
diffusion 
equilibrium 
effective 
gas 
co-ordinate direction or 
initial 
coordinate direction or 
individual species 
number 
coal/char particle 
probability density 
function 
promt NO 
thermal NO 
unbumt 
volatiles 
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Fig. 2 The aerodynamlcally air staged burner (top) and particle trajec
tories In the near burner zone (bottom) 

The Mathematical Model 

Fluid Flow Equations. The computation of two-phase 
turbulent flows requires that the continuity equation, 

bXi 
(pUd = 5par, (1) 

and the momentum balance equation, 

d dp d / (dUi 

dXi dXf dXi \ \dXj 

dU, 
+ - ^ J - P'*''*J + ^Panj (2) 

be accompanied by a model of turbulence that relates the 
Reynolds stresses pu^j to known or calculable quantities. In 
the above equations S^^ and S^^j are source terms represent
ing interactions between the solid and gaseous phase. Three 
turbulence models are used in this study, the Reynolds Stress 
Model (RSM), the Algebraic Stress Model (ASM) and the k-e 
model. Their formulation and constants are given in Weber et 
al. (1990). 

Chemically Reactive Gaseous Species. Four gaseous 
species are considered: oxygen, volatile matter, carbon mon
oxide and final combustion products consisting of carbon diox
ide and water vapor. The mass balance equation for species J 
is as follows: 

— (pt/,7M,) = — — — I +Sj 
dXi dXi \Sc dXi/ 

(3) 

where 5,- is a source/sink term due to gaseous combustion and 
generation of gaseous species (volatiles, CO) from the coal 
phase. Details of the global combustion model, the eddy 
break-up turbulent combustion submodel and radiation can be 
found in the full paper (Weber et al., 1993). 

Solid Phase. In utilities, coals are pulverized typically to 
75 percent < 75 micron with the largest particles being around 
150 micron. When injected into the flame, the particles are 
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Fig. 3 Devolatllizatlon data for HVB Coal Valley coal; •—1400 °C, A-
1200 "C, •—1000 °C, - " Eq. (4) 

rapidly heated at a rate up to 10^-10'' K/s depending on the 
particle size. The volatiles are given off after heating up the 
coal to around 500 °C. The devolatilization process is fast and 
in typical swirling large-scale flames is completed within 30 
ms. Combustion of char particles may take several seconds. 
Here again for details on the particle trajectories subroutine 
and its turbulent dispersion part the reader is referred to Weber 
et al. (1993). 

Devolatilization. It has been recognized that coal devola
tilization has a major impact on the flame properties in the 
burner vicinity (see Brewster et al., 1988; Truelove and Ja-
malludin, 1986; Gomer, 1991). The devolatilization rates of 
similar coals range over several orders of magnitude (Wall, 
1987), depending on the heating rate and final temperature of 
particles. Under rapid heating conditions (>10'' K/s), sub
stantially more volatiles are given off than under low heating 
rates (1 K/s). Thus, the proximate volatile matter content can
not be used in the modeling but instead high temperature volatile 
yield (VA/„ax) is used. 

For high-volatile bituminous coals, Knill et al. (1989), have 
proposed the following formulae to calculate the particle tem
perature dependent volatile yield VM: 

Tp < 773 K VM = 0 

773 <Tp< 1273 K VM = (0.5 + {T„ - 773)/1000) VM„,, 

1273 < r , VM=VM^,, (4) 

It has been assumed that the release of volatiles is fast com
pared to the time required to heat-up a particle. When 7), is 
reached, the particle gives off its volatiles in amount deter
mined by the above formulas. The maximum volatile yield 
VMmax is dependent on the specific coal and it should be es
tablished experimentally. Figure 3 shows the devolatilization 
data for HVB Coal Valley coal together with the approxima
tion provided by Eq. (4). 

Char Combustion. The combustion of char occurs pre
dominantly after volatiles are given off. Char produced from 
rapid pyrolysis are microporous solids whose properties can 
be described by their size, true and apparent density, porosity, 
pore volume distribution and surface area distribution (see for 
example Smith 1982; Wall, 1987). Although the process of 
carbon combustion is relatively well understood, there has been 
little success in predicting the char combustion rates using the 
knowledge of the coal. At present, modeling of the char com
bustion rates requires that these rates have to be measured for 
each type of char, under conditions representative of the flame. 

It is assumed that char consists of pure carbon and carbon 
monoxide is the product of char oxidation. The char reaction 
submodel takes into account the bulk diffusion of oxygen to 
the particle external surface, the chemical reaction and pore 
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diffusion. The overall reaction rate (q) is: 
0.5 

_ « 
q = kAP, (5) 

where kj is the oxygen diffusion rate to a spherical particle 
which is calculated as follows: 

In Eq. (5) k^ is an Arrhenius type expression representing the 
pseudo-reaction rate (kc) which incorporates the chemical re
action and pore-diffusion: 

k, = A, exp(-EjRT,) (7) 

Emissions of Nitric Oxide (NO;̂  Post-Processor). The 
stationary, time-mean balance equation for the total-NO mass 
fraction (mNo) reads: 

a , , , , a /Meff̂ mNO 
— (pi/,mNo) -—\ — ^ -
dx, dXi \ Sc oxi 

~ 2J •S't-NO ~ 2^ •SNO-red (8) 

where Sk~no, k = t,p,far& the time-averaged NO sources for 
thermal-, prompt- and fuel-NO, and s^o-taj are. the time-av
eraged NO sinks due to NO reduction reactions. The sections 
below describe the basis of the NO^ post-processor while de
tails are given in Peters and Weber (1991). 

Thermal-NO. In combustion of lean and near stoichio
metric fuel-air mixtures, the principal reactions governing 
thermal-NO are known as Zeldovich mechanism: 

O-I-N2 <» NO-I-N (Rl) 

N + O2 «» NO -I- O (R2) 

The above mechanism is often complemented by the reaction 

N + OH O NO + H (R3) 

which is neglected in the calculations presented in this paper. 
Under the assumption that the N-radicals concentration can 

be calculated using a steady-state approximation, the rate of 
thermal-NO formation is (in gmole/cm' s): 

r,-No = 2A:,[0] 
[02][N2] - (g.,No)''[N0]^ 

[O2] + {k-Jk^mO] 
(9) 

where [ ] indicates concentrations of chemical species in gmole/ 
cm' and Ke,no denotes the equilibrium constant of the overall 
reaction 

0.5 O, + 0.5 N, O NO (R4) 

The forward and backward rate constants appearing in Eq. 
(9) are taken from Bowman (1975). Furthermore, the ©-rad
ical concentration is assumed to be in equilibrium with mo
lecular oxygen and is calculated following Westenberg (1975). 

Equation (9) is applicable to pre-mixed laminar combustion 
and shows the strong dependence of thermal-NO formation on 
the combustion gas temperature and the lesser dependence on 
the oxygen concentration. In order to obtain the time-mean NO 
formation rate appropriate for turbulent combustion, a pre
sumed single-variable pdf approach of Hand et al. (1989) is 
used with the gas temperature being the only fluctuating vari
able: 

*,-NO = 10 MNO •t,'-No(T)B^f(T; a, b); 
dT 

(10) 

where a and b are parameters of the Beta-pdf function. The 
expectation ET^ of the fluctuating temperature is set to its tiipe-

average value calculated from the enthalpy equation, 

C dT 
ET= TB,,y(T;a,b):-

= T,+ 
a 

a + b 
(n-TJ^f (11) 

and the variance (var T) of the temperature is assumed to be 
approximately equal to a fraction of the maximum possible 
variance. 

v a r l = £ l ^ - (ET) 
ab 

in - Tf (a + bf(a -I- * + 1) 
= sif - TJ(Ti, ~ f), 0.5 < .s < 1.0 (12) 

Here, the fraction s is called the variance coefficient. From 
the above two equations the following expressions for the Bp^ 
parameters a and b can be found: 

I - s T 
b = 

\-sTi,-T 

T,-T, 
(13) 

The variance coefficient s is an important parameter of the 
NO-submodel and from a statistical point of view, its value 
can vary between zero and one. In Eq. (12), however, j can 
only vary from 0.5 to 1.0. The reason is twofold. A value of 
0.6 has been recommended (Missaghi, 1987) on the basis of 
both experimental and theoretical results. If s is allowed to 
take values in the range 0.5 to 1 then, both parameters a and 
b can vary only between zero and one. Consequendy, all the 
possible B-pdf's have a U-shape. For j-values near 1.0, the 
largest fluctuations have a very high probability to occur while 
the intermediate fluctuations have a negligible small prob
ability. Thus, for i-values near 1.0, the pdf-model calculates 
relatively high statistical averages. On the other hand, for s-
values near 0.5, all fluctuations have a significant probability 
to occur and the model calculates lower statistical averages. 

The other important parameters of the NO-submodel are the 
lowest possible value (TJ and the highest possible value (T/,) 
of the fluctuating temperature. The choice of the unbumed 
temperature (r„) value is rather straightforward; it is the com
bustion air temperature. Unfortunately there is no such an ob
vious choice for the burnt temperature (Tj). It is typically as
sumed to be either equal to the maximum value of the in-flame 
time-mean temperature field of the flame computed or equal 
to the adiabatic flame temperature. In the authors' opinion both 
alternatives are inappropriate for diffusion flames. First, there 
is an overwhelming experimental evidence that the tempera
ture fluctuations may exceed the maximum value of the time-
mean temperature field. Secondly, in large-scale diffusion 
flames, where radiation losses are significant, the maximum 
fluctuating temperature may be substantially lower than the 
adiabatic flame temperature. 

In the modeling work presented in this paper, the Tj values 
are calculated throughout the flame/furnace. For this purpose, 
use has been made of the local stoichiometry A. An enthalpy 
increase Ah which would occur if all the combustibles were 
burnt, can be calculated as: 

Ah = Hyoi Wvoi + ^co nico, if A > 1, (14) 
and 

Ah = H,„i-^, i f A < l 
Jvol 

The corresponding temperature increase AT is the solution of 
the algebraic equation 

h + Ah 
AT = = T 

CJT + AT) 
(15) 

Now, the unbumt and the burnt temperatures, T„ and J j are 
set to 

r„ = min(r,ai, f) - 0.5 
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and coarse grid A3x3i fine grid &Oxi,0 

Ti = T+ max {AT, 0.5) (16) 

where T^^i is the combustion air inlet temperature. In order to 
make sure that T^ is always less than T and that T^ is always 
larger than T, the value of 0.5 K appears in the above equa
tions. 

Prompt-NO. The prompt-NO mechanism is complex and 
involves a number of radical reactions (Bowman, 1975). Con
siderable efforts have been recently allocated to reduce the 
mechanism to a few key reactions only but so far without suc
cess. A roughly estimated prompt-NO formation rate for meth
ane combustion was given by De Soete (1990) and in terms 
of concentration it reads (in gmole/cm' s): 

'p-NO ~ C • 
M'-

[02]lN2][fuel] exp - - ^ 
RT. \ 

(17) 

The constants, C, b and £„ take the following values: C -
6.4 X 10' s"', b = 0.5, £„ = 72.5 x lO' cal/gmole. 

In the calculations of natural gas flames presented later on, 
Eq. (17) is used to calculate prompt-NO formation rates. The 
effect of fluctuating temperature is accounted for by the Beta-
P4^function in the same way as for thermal-NO (see Eq. [10]). 
In calculations of NO emissions from pulverized coal com
bustion, the prompt-NO is omitted. 

Fuel-NO. The coal-bound nitrogen is released from the 
pulverized coal either via devolatilization or direct char com
bustion. In the case of devolatilization, the coal-bound nitro
gen enters the gaseous phase mainly in the form of hydro
cyanic acid (HCN) or ammonia (NH3). These are the main 
nitrogen-containing species of the volatile matter, in short, MN;̂ -
species. Due to very fast reactions with oxygen-containing (O -̂) 
species (O, OH, O2, . . .) and H-radicals, the MN^ are trans
formed into mainly NCO-, NHi, and N-radicals which are called 
intermediate nitrogen-containing species, in short, IN^-spe-
cies. The whole of MN^-species and IN^-species is called the 
cyanide/amine-pool (De Soete, 1990). In the case of direct 
char combustion, the assumption is made that the coal-bound 
nitrogen is released into the cyanide/amine-pool in the form 
of IN;,-species directly. Depending on the conditions in the 
flame, a fraction of the IN^-species reacts with O^-species to 
finally form fuel-NO. 

There are two routes to reduce the NO formed. In the first 
route, the remaining IN^-species, those which do not react with 
the 0^-species to form NO are available to react with N-con-
taining species (mainly NO) to form molecular nitrogen. In 
the second route, the NO formed can, under fuel-rich condi
tions react with CH^-radicals to form MN^ species. The former 
route is frequently named the air staging mechanism while the 
latter the fuel staging mechanism. Details of the fuel-NO sub
model can be found in Peters and Weber (1991) and Weber et 
al. (1993). 

Numerical Solution. The effects of numerical diffusion, 
associated with the first-order numerical schemes caused great 
concern with respect to their applicability to multi-dimensional 
flows. Therefore, the computational results presented in this 
paper are obtained with the quadratic upstream differencing 
(QUICK) scheme of Leonard (1987). It has been demonstrated 
(Weber et al., 1990) that the differences between second-order 
QUICK predictions and first-order hybrid predictions can be 
as large as the differences stemming from the use of different 
turbulence models. 

Figure 4 demonstrates the necessity of applying fine nu
merical grids even when using the QUICK scheme. The time-
mean velocities and turbulence of an ambient air flow, of 0.7 
inlet swirl, were measured using laser velocimetry (Hagiwara 
et al., 1986). In Fig. 4, the measured and computed contours 
of zero-axial velocity are shown. The two-dimensional com-

0 200 « » 600 600 1000 A.DImml 0 200 

Fig. 4 Predicted contours of (7 = 0 for two grid sizes and tliree tur
bulence tnodeis (-— measured; computed) 
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Fig. S Type-2 flame; computed and measured temperature and oxygen 
inside tlie AAS burner; ASM computed, - — k-c computed (-10 
cm, 0 cm, . . . , 100 cm—distance from tlie furnace front wall) 

putations were carried out using the three turbulence models 
and two numerical grids; a course grid containing 43 x 43 
nodes, and a finer 60 x 40 grid. Figure 4 demonstrates, that 
the numerical related errors can be so large, that they elimi
nate the benefits expected from the second-order turbulence 
modeling. Only when the imperfections of the numerical tool 
are minimized, the turbulence models can be properly as
sessed. 

A detailed assessment of the numerical diffusion effects, grid 
independence and convergence for the swirling flows shown 
in Figs. 4 and 6 is given in Weber et al. (1990). The flame 
predictions shown in Figs. 5 and 7 are obtained using 76 x 
56 grid nodes with 20 x 33 nodes located inside the burner 
quarl. In order to determine the grid sensitivity the calculations 
are repeated with a double number of grid nodes (148 x 110). 
The flow patterns, temperature and chemistry fields are almost 
identical for both computer runs, see Visser (1991). 

Flow-Field Predictions in the Near-Burner Zone 
Type-0 Flames and Corresponding Isothermal 

Flows. Numerous computations of (cold) isothermal, non-
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front wall) 

swirling and weakly swirling jets have indicated that good quality 
predictions of both velocities and turbulence within the jet are 
obtainable using the k-e model, provided that the numerical 
related errors are minimized. It is generally accepted that a 
little improvement can be gained by application of a second-
order turbulence models to such flows. This is also valid for 
predictions of non-swirling, pulverized coal flames. A number 
of researchers (Lockwood and Salooja (1983), Zinzer (1987), 
Gomer (1991), have performed simulations of the long, non-
swirling flames of pulverized coal which were measured by 
Michel and Payne (1980). These calculations have demon
strated that good flame predictions can be obtained when ap
plying the k-e model. 

Type-2 Flames and Corresponding Isothermal 
Flows. Over the last two decades, substantial efforts were 
allocated to the development of second-order turbulence models 
for predicting complex, highly-swirling flows (see Launder, 
1988). Both the RSM and ASM predictions were rigorously 
tested against the velocity and turbulence measurements of 
fourteen highly-swirling flows, see Weber et al. (1986, 1990) 
and Visser (1991). It was concluded that reliable engineering 
predictions of the swirling flows can be made if fine numerical 
grids are used in conjunction with the numerical QUICK method 
and either RSM or ASM is applied. The k-e computations failed 
already in the burner quarl where flow expansion is inviscid 
(see Fig. 4). Neither the (anisotropic) generation of turbulence 
nor the distribution of the tangential momentum in the down
stream flow could be correctly predicted by the k-e model. 
Now, the question arises whether second-order turbulence 
modeling is also required for computing type-2 flames of pul
verized coal. 

Rigorous assessment of performance of the k-e, ASM, and 
RSM in the near burner zone of pulverized coal flames is not 
possible for the absence of measured data containing velocity 
and turbulence. Thus, it is usually assumed that the predicted 
flow patterns are in agreement with the existing velocities when 
the predicted and measured distributions of temperature and 
chemical composition agree. It has been experienced that the 
oxygen distribution in a flame provides a reliable indication of 
the accuracy of the predicted flow pattern since small changes 
in the predicted flow patterns have generally a very significant 
effect on the predicted oxygen distribution. 

Figure 5 shows the computed temperature and oxygen fields 
inside and just downstream of the quarl of the AAS Burner. 
Only small differences can be observed between the k-e and 
the ASM predictions. Both turbulence models perform very 
well. The computed flame of 3.4 MW thermal input is a typical 
type-2 flame of 0.96 inlet swirl (see Smart et al., 1989). The 
ignition front is located in the close vicinity of the fuel injector 
and the flow pattern is very similar to the flows of type-2 flames 
of coke-oven gas which were considered by Weber and Dugue 
(1992). Thus, the effects of combustion on the swirling flows 
must be similar in both cases. The detailed laser velocimetry 
and flow-field analysis of the coke-oven gas flames have proven 
that in type-2 flames the basic effect of combustion on swirling 
flows is to reduce the importance of the centrifugal forces with 
respect to the inertia forces by increasing the latter substan
tially. Despite 0.7 or 1.4 inlet swirl level, the effective swirl 
number of the type-2 coke-oven gas flames is low being in the 
range 0.1 to 0.2. Thus, the flow pattern inside the AAS Burner 
resembles strongly a swirling ambient air flow of 0.15-0.2 
inlet swirl and therefore the k-e predictions are of the same 
quality as the ASM results in the type-2 pulverized coal flame. 

The work of Weber and Dugu6 (1992) has demonstrated that 
the combustion induced effects on swirling flows depend on 
the combustion front location. WHen the original cold vortex 
is combustion accelerated in the vicinity of the quarl inlet, the 
IRZ strength and size are substantially reduced. When the same 
vortex is combustion accelerated downstream of the burner quarl, 
the IRZ is increased in size and strength. The above obser
vations have important implications for mathematical model
ing of pulverized coal flames. In the 3.4 MW pulverized coal 
flame, the volatiles are given off rapidly and in large quan
tities. This results in the ignition front located at the coal in
jector. Combustion of an anthracite coal in the same AAS Burner 
would result in the ignition front located downstream of the 
burner quarl. The flow field inside the burner would not be so 
drastically affected by combustion and it is expected that the 
RSM (or ASM) calculations would offer improvements over 
the k-e predictions. 

Type-1 Flames and Corresponding Isothermal 
Flows. When considering type-1 flames the interaction be-
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tween a nonswirling, particle-laden stream and the swirling 
combustion air stream is an important phenomenon. Capa
bilities of the turbulence models to predict this interaction are 
examined here using an ambient-air flow measured by Hagi-
wara et al. (1986). 

Figure 6 shows a comparison between the measured, k-e 
computed and ASM-computed flow patterns. A primary non-
swirling jet of Up = 5 m/s inlet velocity interacts with a swirling 
annular flow of the same axial velocity but of 1.5 inlet swirl. 
The measured full penetration of the primary air through the 
IRZ is not predicted when the k-e model is used (detailed com
parison of the measured and computed velocities and turbu
lence can be found in Visser, 1991.) The discrepancies be
tween the k-e flow predictions and the measured flow may 
have large consequences for the predicted characteristics of the 
solid phase in swirling pulverized coal flames. A simulation 
with the k-e model would indicate that most of the coal par
ticles, injected with the primary air, do not penetrate the IRZ. 
A simulation with the ASM would indicate substantial pene
tration. 

Figure 7 shows the measured and predicted temperature and 
oxygen fields in the burner zone of a type-1 pulverized coal 
flame of 430 ppm flue NO;̂ . Generally, the agreement between 
the measurements and predictions is worse than for the type-2 
flame. Clearly, the ASM results being far from perfect, simu
late the primary jet penetration better than the k-e predictions. 
Examining Figures 6 and 7 may lead to a conclusion that a 
second-order turbulence model is required for predicting type-1 
flames. That would certainly be suggested if it had not been 
experienced that for the type-1 flame considered another ASM 
mathematical solution, different to that presented in Fig. 7, 
could be found. These two fully converged ASM-predictions 
are obtained with identical inlet and boundary conditions. 
Moreover, it is possible to transform the two solutions into 
each other by applying a "little" disturbance to the flame re
gion located in the close vicinity of the fuel injector as demon
strated by Visser et al. (1990). Needless to say, the alternative 
solution (Fig. 10 in Weber et al., 1993) which was obtained 
with the ASM applied, is very similar to the k-e results shown 
in Fig. 7. 

The above discussion clearly indicates that designing a burner 
which would produce typ_e-l flames, cannot be based entirely 
on the mathematical model predictions. This is because the 
degree of IRZ penetration by the primary air jet is not only a 
function of the burner setup but is also strongly dependent on 
the hysteresis effect present. In general, the flow field of type-1 
flames is very difficult to compute with the necessary confi
dence. 

Temperature and Oxygen 

Predictability of temperature, oxygen, and carbon monoxide 
fields are examined using flames of hvBb coal of the following 
ultimate analysis (daf): C 0.754, H 0.045, N 0.009, S 0.003, 
O 0.189, LCV 28.46 MJ/kg; proximate analysis (as fired) fixed 
carbon 0.518, volatiles 0.356, ash 0.106 and moisture 0.02. 
Prior to the flame computing, the hvBb coal was characterized 
in a vertical furnace. The devolatilization data are shown in 
Fig. 3 while the experimentally derived char combustion model 
parameters take values kc = 1.8 kg m~̂  s~' Pa~°^ and E^ = 
92.1 kJ/gmole. 

Type-2 Flames of Pulverized Coal. A comparison be
tween computed and measured temperature and oxygen fields 
is given in Fig. 5. An important quantity to verify is the oxygen 
concentration in the flame. The path of the air through the 
flame can be followed via a sequence of maxima in the radial 
profiles of the oxygen concentration. The agreement between 
measured and predicted locations of these maxima is very good. 
This indicates that the path of the air in the near burner zone 

0 02 04 0.6 1,0 1.2 U 1.6 1.6 2.0 22 2.4 
axtal distance (m) 

Fig. 8 Measured and computed nitric oxide concentrations in 2 iMW 
naturai gas fiame 

is correctly predicted and hence, that the predicted IRZ size is 
in agreement with the actual one. There is also good agreement 
between the measured and predicted values of the oxygen mass 
fraction in the combustion gases. This is a strong indication 
that the axial consumption rate of oxygen and hence the com
bustion rate is correctly predicted by the model. The predicted 
temperatures agree well with those measured; only in the sec
ondary air stream the measured values are higher than the pre
dicted ones. 

Type-1 Flames of Pulverized Coal. The comparison be
tween the measured and computed temperature and oxygen fields 
of the type-1 flame is shown in Fig. 7. Clearly, the differences 
between the predicted and measured properties are substantial. 
The type-1 flame and the type-2 flame considered previously, 
were computed with an identical set of model parameters de
termining the devolatilization rate, the rate of volatile matter 
and char combustion. However, the quality of predictions for 
the type-1 flame is worse than that for the type-2 flame. It is 
believed that the imperfections in fluid flow calculations, in 
particular with respect to the depth of primary jet penetration 
are responsible for the lesser quality. A detailed sensitivity study 
of the predictions to a number of model parameters for type-1 
flames of 0.9, 2.2 and 3.4 MW thermal inputs can be found 
in Visser (1991), and Weber et al. (1993). 

Predictions of Nitric Oxide 
Nitric Oxide in a Natural Gas Flame. The NO;, post

processor has been first tested for predictability of thermal and 
prompt NO. To this end a swirling natural gas flame of 2 MW 
thermal input has been selected (flame 258 in the experiments 
of Dugu6 et al. (1991)) for which the inlet conditions to the 
burner and thermal boundary conditions in the furnace have 
been measured. The flame is a high-NO^ flame of 134 ppm 
(at 3 percent O2) flue emissions; neither air staging nor fuel 
gas staging is applied to reduce NO .̂ The in-flame measure
ments of velocities, temperature, oxygen, carbon oxides, and 
NO^ allow for validation of the thermal- and prompt-NO models. 

Figure 8 shows the thermal-, prompt- and total-NO calcu
lated along the furnace axis using two values of the s param
eter, 0.5 and 0.999. The figure demonstrates a strong sensi
tivity of the calculated flue NO emissions to the s parameter 
influencing the temperature fluctuations. The predicted total-
NO emissions range, depending on the variance coefficient s, 
from 60 percent up to 104 percent of the measured total-NO 
emissions. The model calculates that 20-23 percent of the NO-
emissions is prompt-NO. The thermal-NO source is only sig
nificant in the region bounded by the 1600 K-isoline of the 
mean temperature. The thermal-NO and prompt-NO sources 
reach their maximum values in positions very near stoichio
metric conditions. The prompt-NO source reaches its maxi
mum inside the burner quarl while the thermal-NO source just 
downstream of the burner quarl; i.e., prompt-NO is produced 
somewhat earlier than thermal-NO. This should be the case 
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Table 1 Measured and predicted flue concentrations of 
NO in 3.4 MW flames of pulverized coal (concentrations 
in ppm, dry, at 0 percent O2) 
NO emissions 
Measured 
Fuel-NO predictions 
Total NO predictions 
i = 0.5 
s = 0.999 

Type-1 flame 
470 
482 

638 
846 

Type-2 flame 
1074 
1053 

1189 
1352 

indeed, because at temperatures less than 1200 K, prompt-NO 
is produced much faster than thermal. 

The above NO calculations are performed with the maxi
mum value of the fluctuating temperature (Ti,) calculated from 
Eq. (16). Similar calculations with Ti, value set to the adiabatic 
flame temperature result in NO emissions around eight times 
higher than the measured NO flue emissions. It was experi
enced that when the time-mean temperatures are increased by 
10 percent throughout the natural gas flame considered, the 
predicted NO emissions increase from 93 to 770 ppm (for s 
= 0.6). A similar 10 percent alteration to the oxygen concen
tration field increases the predicted NO emissions from 93 to 
126 ppm (for i = 0.6). 

The above considerations on the sensitivity, call for a high 
accuracy on temperature and oxygen predictions. The higher 
the flame and process temperature, the more accurately the in
flame temperatures have to be calculated in order to secure 
good NO predictions. Thus, all the factors influencing the 
accuracy of the temperature predictions beginning with the rate 
of combustion, radiation, dissociation of combustion products 
and ending with the formulae for specific heat are of impor
tance. 

Nitric Oxide In Pulverized Coal Flames. Capabilities of 
the NO^ post-processor for predictions of thermal-, fuel- and 
total-NO are shown herewith using both the type-2 flame shown 
in Fig. 5, and type-1 flame shown in Fig. 7. For pulverized 
coal combustion, the prompt NO mechanism is omitted at this 
stage of NO modeling. Three computations are performed for 
each of the two flames considered. The first run is to calculate 
exclusively the fuel-NO while the second (s = 0.5) and third 
(s = 0.999) runs to obtain total-NO. While calculating the fuel-
NO only, the thermal-NO source is switched off. In the two 
total-NO runs, both fuel- and thermal-NO mechanisms are ac
tivated and some of the NO formed via Zeldovich mechanism 
is reduced by reactions with CH radicals. The results sum
marized in Table 1 show that the total-NO emissions for the 
low-NOj: flame are overpredicted by either 35 or 80 percent 
depending on the s value, despite omitting prompt-NO. For 
the high-NO^ type-2 flame the discrepancies are smaller being 
in the range 10 to 25 percent. For both flames the major part 
of the predicted flue emissions is the fuel-NO contributing up 
to 90 percent in the type-2, high NO^ flame and up to 76 per
cent in the type-1, low-NO^ flame (s = 0.5). 

A clear difference between emissions of the high and low 
NO;t flames has been correctly identified by the model. A com
parison between the in-flame measured and predicted NO con
centrations leads to an observation (see Peters and Weber, 1991) 
that the computed total-NO values are underpredicted in fuel 
rich regions and over-predicted in oxygen rich regions. The 
NO post-processor has distinguished the high NO^ flame from 
the low NO;t one mainly because the flame model has correctly 
identified the large differences in the size of the fuel rich re
gion of the two flames (Weber et al., 1993). The NO^ post
processor is bound to fail if the fuel rich zone is wrongly pre
dicted. 

Conclusions 
The mathematical modeling technique for simulating pul

verized coal flames including the NO predictions has been 

scrutinized. The objective is to analyze whether the mathe
matical modeling can provide engineers with the three-level 
technical information (see Introduction) required for designing 
large scale burners and flames. The following has been con
cluded; 

The first-order information containing the knowledge of the 
flame shape, length, and a global estimate of flame tempera
tures with accuracy around 200 °C is generally obtainable from 
the modeling. Here the modeler can use as a starting point the 
proximate and ultimate coal analyses and estimate the devol-
atilization rate, high temperature volatile yield and char com
bustion rate. Such computations can be performed using the 
k-e turbulence model, but coarse numerical grids and first-or
der numerical schemes should be avoided. Neither predictions 
of char burnout nor emissions of NO^ or CO are reliable. 

The second-order information containing detailed knowl
edge of temperature distribution, oxygen and unbumed fuel 
can be obtained if both the inlet conditions to the burner are 
precisely known and the coal combusted has been character
ized e.g. its pyrolysis rate, the high temperature volatile yield 
and char combustion rate are measured prior to the modeling. 
The computations should be performed using a second-order 
numerical scheme and a fine numerical grid. Reliable flow field 
predictions of non-swirling jet-flames and type-2 swirling flames 
(see Fig. 1) of high- or medium-volatile coals can be obtained 
using the k-e model of turbulence. Ill the case of type-2 flames, 
when the inlet swirling flow is combustion accelerated in the 
vicinity of the fuel injector, the swirl induced effects are rap
idly reduced and the k-e turbulence model works satisfactory. 
For type-2 flames of low volatile or anthracite coals better pre
dictions of the flow field inside the burner quarl can be ob
tained if a second-order turbulence model is applied. 

Obtaining the second-order information by computing type-1, 
low-NO;, flames which are typical for internal air staged burn
ers, is very difficult. It has been demonstrated that the quality 
of the near burner zone predictions of type-1 flames is sub
stantially worse than for type-2 flames. This has been attrib
uted to difficulties in computing correctly the penetration depth 
of the fuel jet inside the swirl induced reverse flow. Both full 
penetration and partial penetration flames can be generated in 
such burners. Similarly, the computations may lead to more 
than one mathematical solutions (see text). 

At this stage of the modeling the third-order information is 
obtainable only in very special circumstances when the modeler 
"extrapolates gently" from rigorously verified predictions. First, 
a confidence in the predictions must be gained by comparing 
them with in-flame measurements of temperature and chemical 
species including NO. If a good agreement is obtained, then 
a subsequent computer run, with either slighUy altered burner 
geometry or with different inlet or boundary conditions can 
provide the desired third-level information. 
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Sizing of an Aircraft Fuel Pump 
A need to pump a mixture of two-phase fluid appears naturally in many situations. 
One example of this situation is aircraft fuel systems, where the pump inlet may have 
two-phase mixture due to the desorption of the dissolved gases at low pressures at 
higher altitudes. A simple procedure of selecting proper design conditions for the 
inlet inducer and a method of sizing the inducer, impeller and volute to meet all the 
design requirements has been described. This procedure has also been applied to a 
typical fighter plane boost pump design. 

Introduction 
Two-phase flow appears naturally in many situations and 

pumps are needed to pump the mixture. One example of this 
situation is the boost pump for aircraft fuel systems. The fuel 
has many types of dissolved gases and as the pressure reduces, 
the gases come out of the fuel creating two-phase conditions at 
the pump inlet. The aircraft has to operate at various altitudes 
and speeds. This will lead to different pressures resulting in 
different V/L (vapor to liquid volume ratio) at the pump inlet. 
The pump is required to handle all these situations. 

The other requirement on the pump is that the fluid tempera
ture rise due to friction, and secondary losses should be small. 
Furthermore, the weights of aircraft components are critical and 
so the pumps are designed for very high speed, which may 
result in severe cavitation problems. In general, a combination 
of inducer and centrifugal pumps (as shown in Fig. 1) are used. 
The inducer is designed to raise the pressure sufficiently to 
maintain proper inlet conditions for the centrifugal pump where 
most of the energy transfer to fluid takes place. A volute (Fig. 
2) is attached at the exit of the pump to recover the pressure. 

Selection for Design Conditions. The aircraft engine man
ufacturer supplies a set of requirements which specify the inlet 
fluid conditions, pump speed, flow rate, and expected pressure 
rise. These conditions vary with altitude. The inducer should 
be able to increase the pressure in such a way that the following 
conditions (Stepanoff, 1957; Dixon, 1978; Sabersky et al., 
1971) are met at the exit of inducer or inlet of centrifugal 
impeller for all conditions: 

V/L = 0.0, and i < 3.0 rad. (1) 

First eliminate the conditions for which the inducer suction 
specific speed is less than 3.0 rad as no inducer will be needed 
for these. For the remaining specified conditions, the head rise 
required by the inducer is estimated for supplying proper impel
ler inlet conditions. The inducer is sized for the worst condi
tions. In situations where it is not straightforward to select the 
worst situation, the inducer is sized for one and checked for the 
other. The inducer inlet pressure will depend upon V/L 

(v /L) i = e Pa - Pi 
VPi - Pv.i, 

p, = {Op, + (V/L),p„,,)/(# + (V/L),) 

(2) 

(3) 

The pressure rise required to dissolve all the gases in this case 
i s (po- J3 i ) -

The two phase mixture is compressible and the head rise 
corresponding to the pressure rise oi {p^ — Pi) will be 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
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, ^ = £ i ^ + £ - A ^ i (p„ _ „̂) log ( £ i ^ ) (4) 
2 pt Pi \Pi-pJ 

The centrifugal or mixed flow impeller is sized to generate the 
remaining head for the above case. However, the total pump 
when sized for one set of conditions should be verified for all 
the other specified conditions. 

Inducer Sizing. Inducer is an axial flow pump with gradual 
blade loading. It is designed to handle values of V/L of up to 
0.45 which corresponds to void fraction of 0.30 at the inlets. 
The void fraction of 0.30, is the limit of bubbly flow regime 
(Ishii et al., 1980). As the critical Weber number is generally 
of order of 10, the bubble sizes are expected to be less than 0.3 
cm. Therefore, it is assumed that the two phases are well mixed 
at the inlet and behave as pseudo single phase. The inlet of the 
inducer is sized on the basis of the following conditions; 

{a) 

(b) 

compute specific speed for the inducer and use a table 
(Stepanoff, 1957) for estimating the coefficient ka„ 

kcJ^gHit, (5) 

The optimum flow coefficient is computed from cavita
tion number, A"(Cooper, 1963 and Jacobsen and Keller, 
1971) 

</)„p, = 4KI2{K+ 1); 

where K = {pi - Pm)/(pfwl,/2) (6) 

The value of K varies for inducer inlet conditions and blade 
design and a minimum value of K which can be safely used 
has been suggested by many researchers (Jacobsen and Keller, 
1971; Stripling and Acosta, 1962; and Wade and Acosta, 1966). 

^ m tan' (0[/2) (7) 

The hub size is based on strength consideration. The lowest 
inlet velocity is selected for inlet sizing from these two ap
proaches. The other inducer inlet parameters are as follows: 

Al = QiBJc„.,i 

n., 

= n(rl, 

where 

Q 

fi, = 1/(1 

27r'(/)„p,n(l - 2D 

ni,t/2TrriSm P'l) (8) 

(9) where X, = ^ 
n,A 

The inducer solidity and number of blades are selected from 
empirical considerations. The normal practice is to have 3 
blades and solidity of 2.0, 

Solidity = a = CIS ^ IJ^ (10) 

The inducer exit size is based on head requirement for the 
inducer. The fluid is assumed to be a homogeneous-equilibrium 
two-phase mixture. As the inducer gradually increases the pres-
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Flow-

the type of inducer, or a shaft strength consideration. The gen
eral practice is to specify r^i and either have a constant pitch or 
constant axial velocity inducer. This will result in two additional 
equations: 

rh.2 = specified, and r2 tan /3! = constant, or, 

Fig. 1 Schematic diagram of inducer and impeller 

sure, the fluid particles are expected to have sufficient time to 
absorb the gases and achieve equilibrium. The exit fluid slip is 
considered in the design. The set of equations which govern 
the exit flow are: 

H,i,^„ = U2c',a, Q2 = Hrl2 - rla)c„,2riyoiB2, (11) 

where 

B2 = 1/(1 - niNDt/2nr2 sin i/3'2)), 

and rl = (rl2 + rl2)/2 (12) 

C.2 = (nr2 - c:2) tan/3i (13) 

The remaining relationships will come from assumptions about 

f-m,! (14) 

Fig. 2 Schematic diagram of a volute 

N o m e n c l a t u r e 

B = 
b = 
C = 
c = 

Cf = 

Cp = 

c„ = 

D = 
H = 

Hii, = 

i/̂ oo = 

AH = 
K = 

k = 

1 = 

n = 

P 
P« 
Po 
Q 

volute surface area 
blockage factor 
blade height 
specific heat 
absolute fluid velocity 
friction coefficient 
meridional velocity 
Pleiderer constant 
component of fluid velocity in the 
direction of blade velocity 
hydraulic diameter 
head 
theoretical head with slip but no 
loss 
theoretical head with no slip, no 

l o s s , //^oo = U2CI2 
volute losses 
cavitation number 

• flow constant, inlet flow 
flow constant for volute flow 

• length 
rotor speed, rad/s 
number of blades 

•• loss due to disk friction 
• pressure 
• vapor pressure 
tank pressure 

• volume flow rate, m^/s 

r : 
Re : 

S-
s •• 

AT-
t-

Ui •• 

V/L = 

w --
W --

a •• 

p-
0'-
0 = 
A = 
V-

LJ •• 

P = 

radius 
Reynolds number 
blade spacing 
suction specific speed. 

s==NylQ/ P - PSB 

Pi 

, rad 

temperature rise 
blade thickness 
blade velocity, M, = Cln 
vapor volume to liquid volume 
ratio 
relative velocity 
mass flow rate 
vapor volume fraction, (V/L) / ( l 
+ (V/L)) 
volute angle 
relative velocity angle 
blade angle 
Flow coefficient 
blade lead 
efficiency 
angular velocity 
viscosity 
density 
Ostwald coefficient in V/L 
equation 

Subscripts 

ca - axial 
d — diffuser 
e = expansion 

/ = friction 
g = gas 

IMP = impeller 
IND = inducer 

/ = liquid 
m = mixture 

ref = reference 
St = straight pipe 

sat = saturation 
V = volute 

vol = volumetric 
1 = inducer inlet 
2 = inducer exit 
3 = impeller inlet 
4 = impeller exit 
5 = volute 

Superscript 
' = ideal no-slip conditions 

Symbols 
( ) = average between inlet and exit 
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Table 1 Performance requirement for boost pump 

Parameter 

Altitude 

Fuel Temperature 

Boost Stafte Inlet 

Boost Stage Inlet 

Pump Speed (Olaj) 

Fuel Flow (W^W, „) 

Boost Stane 

Pressure Rise for Pump 

I 

10.000 ft 

57.2-C 

0.45 

1.14 

0.57 

-

Conditions 

11 

Sea Level 

57.2'C 

0.45 

1.14 

0.66 

III 

Sea Level 

57.2-C 

0 

1.0 to 1.11 

0.25 to 1.0 

Between 4.69 bar 

to 8.27 bar 

The constant lead (or pitch) inducer is easier to manufacture 
and, therefore, is preferred. 

The //,;,„ is related to actual head through Pfleiderer's correla
tion (Lazarkiewicz and Troskolanski, 1965) and losses through 
the blade channel. 

H,i,oo,iND — (1 + Cp)H,i,x 

where Cp = 0.175(1 + sin /32)/<T sin P'2 + P'l (15) 

H,h, IND = Hmo + Losses, 

fl where Losses = f^ {p„ >,ND { W ) IND (16) 

The channel average quantities can be assumed as a linear 
average of inducer inlet and exit quantities. Among many ap
proaches available in the literature for estimating friction factor 
for two phase flow (Wallis, 1969) the homogeneous model is 
the easiest to use and is within the uncertainty of other correla
tions. The homogeneous model implies that the gas and the 
liquid have the same velocities. The friction factor is assumed 
to be a function of Reynolds number based on mean quantities. 
The mixture viscosity (Wallis, 1969) is estimated at the inlet 
and exit, and an average viscosity is computed from them. 

^ ^ ^ < f a ) W D ^ where p^ = ap, + {\ 
<MJ 

oi)p 

. 1 a (1 -
and — = — + -̂̂  a ) 

(17) 

a = V /L / ( l + V/L) 

The V/L at the inducer exit is estimated from exit pressure, 
which is obtained from Bernoulli type equations connecting exit 
pressure to inlet and exit absolute velocities, actual head and 
inlet pressure. This completes the system of non-linear equa
tions which can be solved for inducer dimensions and fluid 
conditions. It is assumed that gas will be re-dissolved as the 
pressure increases in the channels. 

Impeller Sizing. The fluid at the exit of the inducer should 
be single phase as the inducer is sized to not only dissolve any 
gas in the fuel but also to raise the pressure such that the suction 
specified speed is less than 3.0 rad. The impeller is sized for 
the remainder of the head. 

The inlet conditions are the same as the exit of the inducer. 
The flow will have whirl. The number of blades should be some 
multiple of inducer blades and is estimated as follows: 

n,MP = 6.5 ^ ^ ^ ^ sin ((/?, + /3,)/2) (18) 
n - r-i 

The other impeller inlet conditions are, 

c„3 = c„2, and u^ = u^ (19) 

An impeller with 6 blades will be a good choice as any 

increase in the number of blades will increase the flow blockage 
and friction loss. The procedure of sizing is quite similar to the 
previous method (Lazarkiewicz and Troskolanski, 1965). The 
set of equations governing the flow are; 

where cl^ = M4 - c,„4/tan /3i (20) 

Cm4 = QJi2-Kr^bi,r]^Bi,), and Cecms = k,„,,j2gHmp, (21) 

fi,l^,lMP — (1 + CpjMp)-niMp/?7hyd, 

2.2(1 + 1 sin ^4)(r3/r4) 
where Cp (22) 

niMp(l - rj/rj) 

B4 = 1/(1 - WiMp?4/27rr4 sin /Si), and «4 = Qr4 (23) 

The hydraulic efficiency, rjhyd will be estimated on the basis of 
losses in the blade channel. The system of equations is not 
closed. There is one more unknown variable than the equations. 
The additional assumption is to choose conditions from the 
following constraints: 

W4 

W3 
> 0.63, and 20° < Pi < 35° (24) 

/3'4 is generally chosen to minimize losses in the scroll and blade 
channel. 

The hydraulic losses in the blade channel are estimated from 
the following procedure (Takagi et al., 1980). 

(a) Incidence losses 

(Wj - W3)V2 

(b) Skin friction loss (Cooper, 1963) 

li 
2D 
TT; p{w)iMP, 

(25) 

(26) 

where, 

/ = 0.00714 + 0.6104/Re''-^', 

where Re = p{w)iuvDlp, (27) 

(c) Secondary losses 

^ P < w ) ? . (28) 

Here/j is the friction factor for rotating pipe (Ito and Nanbu, 
1971). 

/ , =/(0.924/f,""°), where R, = pVl^D^lwp. (29) 

Table 2 Pump fuel temperature rise requirements 

case 

I 

II 

ni 
1 IV 

Design Point 

Sea Level Idle 

Sub Sonic Cruise 

Alt. Int. Power 

Idle Descent 

Pump Speed 

0.775 

0.90 

I.Ol 

0.79 

Flow 

0.014 

0.014 

0.017 

0.01 

Boost Pump 

Temp rise, 

.T"c 

12.0 MAX 

12.0 MAX 

12.0 MAX 

12.0 MAX 
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Table 3 Summary of design 

^p»%kii-^i'^m^Kmw^^^^^m 
Constant Pitch 

Hub 

TIP 

I N L E T 

1.25 cm 

3 57 cm 

31.0-

1188-

E X I T 

2.0 cm 20.58-

4 1 cm 1 10 38° 

^ ^ s ^^^lasfft^M^^^^i^^ 
Hub 

Tin 

2 0 cm 

4 1 cm 

19 8* 

t l 38° 

5 24 cm 

5 25° 

SO-

SO" 

KEOULAR VOLUTE 

Volute width at impeller exit = 1.4 cm 

Volute exit area = 11.00 cm^ 

Volute base diameter = 12.26 cm 

SMALLER VOLUTE 

Half the flow area 

Volute Sizing. The last component of this pump is the 
volute which collects the fluid and an exit diffuser. The volute 
is sized on the basis of standard procedure (Stepanoff, 1957). 
The fluid velocity in the volute is; 

c.,„ = c„5 = k,yl2^ (30) 

The constant k^ and volute angle a„ are functions of specific 
speed (Kovats, 1979). The volute exit area is given as 

'4„,exit = 27rr5fo5 sin (a„) where, 

r, - r4 ^ 0.17^4, and by^ lAb^ (31) 

The volute is generally sized for constant velocity so the 
cross-sectional area at any location is 

^v\") " ^u.ej 
2n 

(32) 

There are three types of losses in the volute, i.e., expansion, 
skin friction and diffusion in volute exit. 

(a) Expansion loss 

1 + C„4 

(b) Skin friction loss 

"' A 

= •K^Dy{r^ + DJ3), where, D 

and Cf = C/,st 

„2 

,exit 

„ = •\/4A„,e,ii,/7r, 

. \2V2r4/ _ 

(33) 

(34) 

(35) 

where Aj and ucj are surface area and friction coefficients, re
spectively. Furthermore, 

Cf,„ = O.Sie/Re"" (36) 

here Cf and C/,si are the friction coefficients for curved pipe and 
straight pipe (Ito, 1959). 

(c) Diffusion loss 

The fluid leaving the volute also goes through a diffuser 

A„. ^' 
Ai/„,, = 0.1 1 -

Au 
^u.exil 1 2 

Cmi 

so the total loss in the volute 

A//„ = A//„,. + l\H,j + AH,,„ 

(37) 

(38) 

The volute size is important as smaller volute will reduce 
the expansion losses, while increasing the other two losses. 
In general, smaller volute will imply smaller losses at partial 
capacity. In some aircraft pump applications the temperature 
rise, which is a measure of friction and secondary losses, is 
important and at low flow it may become critical. One solution 
is to reduce the size of the volute. 

Application. This simple approach can be used for sizing 
aircraft boost pump. The crucial element of this pump is the 
inducer which should be able to feed proper inlet conditions to 
the impeller for all situations. The aircraft fuel is generally JP-
4 which has dissolved gases and various petroleum components 
which vaporize at different temperatures and pressures. 

Some of the specifications for a typical fighter aircraft fuel 
pump are shown in Tables 1 and 2. The reference flow rate and 
pump speed for this pump is 10 kg/s and 730 rad/s, respec
tively. 

The three worst conditions from this set of requirements were 
all from Table 1. The first two conditions in Table 1 have 
inducer inlet V/L of 0.45 and the inducer should dissolve all 
the gases back into the liquid. The static pressure at the inlet 
of the inducer to support V/L of 0.45 for case 1 was 0.445 bar 
and for case 2 it is 0.543 bar. The inducer would have to increase 
the pressure above the corresponding tank pressure to dissolve 
all the gas at the impeller inlet. The head requirement for two 
cases were 3.02 m and 7.34 m. The head requirement based on 
the criterion of suction specific speed to be less than 3.0 rad at 
the impeller inlet were, 5.23 m and 6.1 m for two cases. 

The third case in Table 1 is for large liquid flow at the inducer 
inlet. The inlet suction specific speed for this case was 4.61 rad 
which is more than 3.0 rad, so an inducer was needed. The head 
rise requirement for inducer for this case was 4.1 m. However, 
the flow rate is very high and at low flow rate the head will be 
higher to meet the requirements of cases 1 and 2. Among these 
three cases, case 3 of Table 1 was selected for sizing the inducer 
as it provided the most limiting conditions. 

The impeller was also sized to meet the worst requirement, 
which in this case was the third case of Table 1. The flow rate 
was the highest. The inducer head produced for this case was 
subtracted from the total head required, and the impeller was 
then sized for the remaining head. The dimensions of a typical 
pump are given in Table 3. The temperature rise at the low flow 
is difficult to predict with simple analysis. The approach used 
here is to compute the shut-off power for inducer and impeller 
along with disk friction loss to compute the temperature rise. 

Shut-off power = g(H,i,_mDW) 
ft 

" r e f 

+ ,?(H,MP,,„W)( ^ j (0.5) + P , i , , ( n / a„ )^ (39) 

Pdh] 
0.15.1 5 ^ , , „ pflrl 
—^^-prln\ where Re, = ^̂  '- (40) 
Kê / 2. fi 

All this power is assumed to increase the temperature of the 
fluid at the flows shown in Table 2. 

AT = shut-off power/CW 

Table 4 Temperature rise predicted 

(41) 

Case 

I 

II 

III 

IV 

Shutoff Power 

WatU 

2518 

4049 

5875 

2736 

""IND 

•c 
1.65 

2.58 

3.07 

2.48 

<™ IMP 

•c 
5.21 

8.47 

9.70 

7.84 

•c 
0.63 

1.03 

1.18 

0.96 

" TOTAL 

•c 
7.83 

12.09 

13,96 

11.29 
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- 1.0 

Efficiency, Small Volute 
1.33 

Efficiency, Large Volute 

Low flow Pressure Smaller Volute 

^ , - ^ y.-^ • - . * ^ y 2» urge Volute 

I 0.5 

0.50 0.76 

Flow Rate, Q/Qrei 

1.25 

Fig. 3 Predicted performance of a typicai fighter piane boost pump 

Table 4 shows the temperature rise predicted for the boost 
pump. The pump met the criteria for all conditions except for 
case III. However, it was quite close and there was some flow 
through the pump so the friction losses would be smaller than 
shut off power. 

This design was also checked for the third case of Table 1 
and the results are shown in Fig. 3 for two different size volutes 
and exit diffuser. The design meets the requirement, except at 
low flow rate where the method may not be applicable. The 
smaller volute (50 percent area) provided better head and effi
ciency. It may help in reducing the shut-off power, as there will 
be less fluid circulating. 

Conclusion 

A simple approach of designing the boost pump has been 
described. The crucial steps in this application are setting up 

the design conditions from the many specified requirements and 
sizing the inducer to provide single phase fluid with sufficiently 
low suction specific speed to the impeller. 

This approach is not very accurate for low flow conditions 
as the losses, due to secondary flows at inlet and in the volute, 
are not well understood. An empirical approach is needed to 
develop the model for them. However, using shut-off power as 
the heat addition to the fluid is a conservative way of estimating 
the temperature rise. 
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Macroscopic Wetting Beliavior 
of a Two-Dimensional IVIeniscus 
Under a Horizontal Plate 
The purpose of this study is to investigate macroscopic wetting behavior and to verify 
the validity of the assumption made in the analysis of the preceding report that the 
complicated effects of the microscopic structures of the solid surface such as 
roughness or heterogeneity on the macroscopic wetting behavior are simply repre
sented by the values of the apparent contact angles. The unstable phenomenon of a 
two-dimensional meniscus under a horizontal plate, in which the meniscus falls 
spontaneously at a certain height of the plate, is considered theoretically from a 
thermodynamic viewpoint. The results of the analysis based on the above assumption 
agree with those by an analysis in which the effect of microscopic structures of the 
solid surface, such as roughness and heterogeneity, are taken into consideration. 
Therefore, the validity of the assumption made in the preceding report is verified. 

1 Introduction 
The purpose of this study is to investigate macroscopic 

wetting behavior. In the preceding report (Katoh et al., 
1990), the wetting behavior of an axisymmetric meniscus 
under a cone surface was theoretically considered from a 
thermodynamic viewpoint. Usually, it is known that the mac
roscopic wetting behavior is strongly influenced by small 
roughness or heterogeneity on the solid surface. The authors 
assumed that the complicated influences of these microscopic 
structures on the solid surface are wholly represented by the 
values of apparent solid-liquid contact angles observed mac-
roscopically. Based on this assumption, the energy difference 
between solid surface and solid-liquid interface can be calcu
lated by modified Young's equation in which the apparent 
advancing and receding contact angles are used instead of 
Young's contact angle. The assumption serves to simplify 
the analysis of the macroscopic wetting phenomena because 
it is thus unnecessary to consider the complicated effect of 
the microscopic characteristics of the solid surface. The theo
retical results in the preceding report by use of the above 
assumption described well the practical wetting behavior ob
served macroscopically (Katoh et al., 1992). 

In this report, the purpose is to investigate further the mac
roscopic wetting behavior as a continuation of the preceding 
report and to verify the validity of the above assumption 
analytically. The phenomena in which the meniscus falls 
spontaneously at a certain height of the solid plate are ana
lyzed by two methods, one of which is based on the assump
tion regarding the Young's equation and the other based on 
an analysis from a microscopic viewpoint; namely, the effect 
of small roughness and heterogeneity on the solid surface is 
taken into consideration. For the purpose of simplicity of the 
analysis as the first step, we use a simple model for the 
microscopic effect (Defazio and Dyson, 1990a; Defazio and 
Dyson, 1990b; Johnson and Dettre, 1964; Neumann and 
Good, 1972). The results from both methods are compared 
and the validity of the assumption in the preceding report is 
discussed. 

Contributed by the Fluids Engineering Division for publication in tile JOURNAL 
OF FLUIDS ENQINEERINO . Manuscript received by the Fluids Engineering Division 
November 30, 1993; revised manuscript received September 7, 1994. Associate 
Technical Editor: J. A. C. Humphrey. 

2 Wetting Behavior of Two-Dimensional Meniscus 
Under a Horizontal Plate (Analysis Based on an As
sumption Regarding Young's Equation) 

2.1 System Energy of Two-Dimensional Meniscus 
Attached to an Inclined Plate. First, we calculate the system 
energy for the general case; namely, the meniscus attached to 
an inclined plate as shown in Fig. 1. In the figure, S, L, and V 
indicate solid, liquid, and gas phase, respectively. The x and z 
indicate the horizontal and the vertical direction, respectively. 
The infinitesimal system energy change AE is estimated when 
the attaching point of the meniscus to the plate shifts from D 
to Di by As as shown in Fig. 1. The details of AE are (i) the 
energy change AESVSL caused by the conversion of a solid-gas 
interface into a solid-liquid one when the solid plate is wetted 
by the liquid and (ii) the energy increase by the change of the 
meniscus shape AE^. Both energy changes are calculated as 
follows. 

(i) The surface free energy change caused when the solid-
gas interface is converted into the solid-liquid one by area As 
can be estimated by the following expression, since the surface 
tension can be considered as the free energy per unit area (Neu
mann, 1974). 

A£„ = {(TsL- iysv)As (1) 

where crji and asv indicate the solid-liquid interfacial tension 
and the solid surface tension, respectively. Using Young's equa
tion. 

Osv 

Eq. (1) is rewritten as 

AEgy^SL 

OsL = OLV COS UY 

— (JLV COS ay AS 

(2) 

(3) 

where a,,v and a^ are liquid surface tension and Young's contact 
angle, respectively. The Young's contact angle in the above 
equation is uniquely determined for an ideally smooth and ho
mogeneous solid surface. In practice, however, the apparent 
contact angle observed macroscopically is not uniquely deter
mined because of the hysteresis phenomena caused by the sur
face roughness or heterogeneity and the advancing and receding 
contact angles, Oy^ and OYR are observed. In the preceding report 
(Katoh et al., 1990), we assumed that the surface energy change 
between the solid-gas and the solid-liquid interfaces per appar-
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Fig. 1 Two-dimensional meniscus under an Inclined plate 

ent unit area can be estimated by using 6YA and 6yR instead of 
ay in Eq. (3). Hence the surface energy change is different 
whether the liquid advances or recedes on the solid surface. 
The authors consider that this is the remarkable characteristics 
of the contact angle hysteresis phenomena. This energy differ
ence is considered to be caused by the fact that the irreversible 
movement such as contact line jump occurs in a different man
ner on the solid surface for the advance and the recession of 
the meniscus (Defazio and Dyson, 1990b). Equation (3), for 
the surface energy change AESV-SL, is rewritten for the macro
scopic system as follows; 

A.Esv-sL = -CLV cos dy/i-As (for advance) (4a) 

AEsv-sL = -CTLV cos 6YR-As (for receding) (4b) 

From the macroscopic viewpoint, A.$ in Eqs. (4a) and (4b) 
indicates the infinitesimal displacement on the apparent flat sur
face in which there practically exist microscopic roughness or 
heterogeneity. The above assumption means that the effect of 
the infinitesimal roughness or impurities of the solid surface on 
the wetting behavior is wholly included in the apparent contact 
angle values and the energy change AESV-SL can be simply 
calculated by modified Young's Eq. (4). 

(ii) When the meniscus shifts from D to Dt on the plate as 
shown in Fig. 1, the meniscus shape described by the solid line 
changes to that by the dotted line. The meniscus energy in
creases by AEM because of the change of its configuration. The 
details of AEM are the energy change by the increase of the 
liquid area and the increase of the potential energy of the liquid. 
AEM can be obtained by geometrical consideration. Referring 
to Neumann (1974) and Defazio and Dyson (1990a), AEM is 
written as follows; 

AEM = <^Lv cos 6'As (5) 

where 6 indicates the apparently observed angle between the 
meniscus profile and the plate at the contact point as shown in 
Fig. 1 and a is the capillary constant defined as 

a = ifftv/Apg 

(Ap: density difference between liquid and gas, 
g: gravitational acceleration) 

In the derivation of Eq. (5) , we neglect the energy increase 

caused by the small change of the meniscus configuration due 
to the infinitesimal roughness. 

The energy change of the system A £ is obtained by the sum 
of Eqs. (4) and (5). The following two expressions are written 
for both the advance and the receding of the meniscus. 

AE = <Ti(,(cos 9 - cos 9YA)AS (for advance) 

AE = c7z,v(cos 9 — cos 9yii)As (for receding) 

Therefore, the derivative dElds is written as 

dE 
— = aLv(cos 9 - cos 9yA) (for advance) (6a) 
ds 
dE 
— = (j£,v(cos 9 - cos 9YR) (for receding) (6b) 
ds 

It is noted that the derivative dElds indicates average energy 
change rate while the meniscus moves apparent distance As on 
the solid plate. The second-order derivative of E is obtained as 

d^E 

ds^ 
- aiv sin 9 — 

as 
(7) 

Since d9lds < 0 for the two-dimensional meniscus, d^Elds^ 
is positive. Hence the system energy becomes minimum and is 
stable when the liquid contacts the plate at 9yA for advance of 
the meniscus and at 9yR for receding as seen from Eqs. (6a) 
and (6b). Although the fact that the system is stable at the 
contact angle is well known for the wetting behavior on the 
solid plate, it is noted that the analysis in this study shows two 
different stable conditions for the advance and receding of the 
meniscus. 

2.2 Wetting Behavior of the Meniscus Under a Hori
zontal Plate. In a particular case of the inclined plate, the 
meniscus under a horizontal plate shown in Fig. 2 is considered 
in this report. It is easy to show that d^E/ds^ = 0 in Eq. (7) 
because d9lds = 0 for the horizontal plate. Hence the system 
energy curve does not take extreme value. This result is quite 
different from that for the inclined plate and is interesting. 

Now the wetting mechanism of the system is considered. The 
meniscus height H, which is equal to the horizontal plate height 
as shown in Fig. 2, is obtained as follows (Chappius, 1982); 

/ / = aV2(l + cos 61) (8) 

When the height H is H < aV2(l + cos 9yA);. namely, when 

/ / / / / / / / / / D Di / / / / / / / / 

r^Meniscus 

Fig. 2 Two-dimensional meniscus under a horizontal plate 

N o m e n c l a t u r e 

a = capillary constant 
(=Vo-z.v/Apg) 

E = free energy of system 
Esv-sL = free energy difference between 

solid-gas interface and solid-
liquid one 

EM = free energy of meniscus 
g = gravitational acceleration 

H = height of meniscus at point of at
tachment to solid plate 

s = distance along solid surface 
ay = Young's contact angle 
P = angle at which meniscus curve con

tacts solid surface 
9 = apparent angle at which meniscus 

curve contacts solid surface 
9YA = advancing contact angle 

9YR = receding contact angle 
Ap = density difference between liquid 

and gas 
ffLv = liquid-gas surface tension 
o'sL = solid-liquid interfacial tension 
asv = solid-gas surface tension 

4> = inclination angle of solid plate 
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0 < 0YR (unstable for receding) 

receding 

receding 
a ~Q.^ /neutral stable\ 
f-^V"lfor receding] 

receding 

dVR<0<dYA (stable) 

~1 
Advancing 

/neutral stable\ 
&-&y^ Uor Advancingj 

5>0VA 
(unstable for Advancing) 

Advancing 

Fig. 3 Behavior of system energy E in relation to s 

0 > dyA, the following relation holds from Eq. (6a) for the 
energy change rate dElds caused when the meniscus advances 
on the plate; 

ds 
< 0 (for advance) 

In this case, the system is unstable because the energy decreases 
monotonously in the direction of the advance of the meniscus. 
Therefore, it is considered that the meniscus spreads and wets 
the solid surface spontaneously. 

On the other hand, when H > a I + cos dyji) (i.e., when 
0 < OYR), dElds caused when the meniscus recedes on the 
surface is written from Eq. {6b) as 

dE 

ds 
> 0 (for receding) 

Because the energy decreases in the direction of the receding 
of the meniscus, the meniscus dries the surface and detaches 
from the plate spontaneously. 

Next, we consider the case in which the plate height is in the 
region aV2(l + cos 5^4) < H < aV2(l + cos OyR) and the 
apparently observed angle 6 at which the meniscus contacts the 
plate is OyR < 0 < Oy^. When the meniscus advances on the 
solid surface, the energy change rate is described by Eq. (6a). 
The following relation holds for 6 < OYA-

dE 

ds 
> 0 (for advance) 

From the above equation, because the energy increases for the 
advancing of the meniscus, the meniscus does not spread spon
taneously. Similarly, the energy change rate for the receding of 
the meniscus is described by Eq. {6b) and for Oyn < 9, 

— < 0 (for receding) 
ds 

Therefore, the meniscus does not recede spontaneously on the 
plate. From the above results, when the angle 9 is in the region 
6YR < 9 < 9YA, the system is stable and the meniscus does not 
move spontaneously. 

In conclusion, when 9 < OYROTO > 9YA, (i.e., when the plate 
height H is 

H < aV2(l + cos 9yA) or H > aV2(l + cos 6*™) ), 

Journal of Fluids Engineering 

the meniscus is unstable. On the other hand, when OYR < 
9YA (ie., the height of the horizontal plate is 

< 

aV2(l + cos 9yA) < H < a^2{l + cos OYR) ), 

the stable and stationary meniscus is formed. The above results 
are summarized as shown in Fig. 3. The ordinate and the ab
scissa indicate the system energy E and the distance along on 
the horizontal plate «, respectively. The figure shows the system 
energy behavior for various O's. The energy changes are de
scribed by straight lines because d^Elds^ = 0. It is noted that 
the system shows a neutral stable state when the meniscus con
tacts the sohd plate at the advancing contact angle OYA or the 
reeding contact angle OYR. This is quite different from the con
ventional view that the system becomes stable when the menis
cus contacts the solid at the contact angle. 

In the above discussion, we could clarify the macroscopic 
wetting behavior of the system by using only the apparent con
tact angles OYA and OYR, and without considering the complicated 
effects of the microscopic structures on the solid surface. 

3 Macroscopic Wetting Behavior of the Meniscus 
Under a Horizontal Plate (Analysis Considering the 
Effect of Microscopic Structures on Solid Surface) 

In this section, in order to verify the assumption regarding 
Young's equation in the preceding section, the same problem 
is analyzed from the manner in which the microscopic structures 
on the solid surface are taken into consideration. There have 
been no reports in which the effect of the microscopic structures 
on the wetting behavior is completely clarified for general ran
dom and three-dimensional roughness or heterogeneity. Hence, 
in order to verify the validity of our assumption, we use the 
model discussed by Defazio and Dyson (1990b), Eick et al. 
(1975), Johnson and Dettre (1964), and Neumann and Good 
(1972); namely, the effect of regular two-dimensional 
roughness of triangular shape and of the surface heterogeneity 
made up of two-dimensional stripes endowed alternately with 
two different wetting characteristics. 

3.1 Rough Surface 

3.1.1 System Energy. For the system of the two-dimen
sional meniscus under the rough plate as shown in Fig. 4, we 
consider the energy change of the system when the meniscus 
moves by As on the surface. It is noted that As indicates the 
infinitesimal displacement exactly along on the rough surface 
and is different from that based on the macroscopic viewpoint 
in Section 2. The energy change rate dElds can be calculated 
in the same way as for the meniscus attached to an inclined 
smooth plate (Neumann, 1974) and is obtained as. 

dE 

ds 
(Tiv(cos P — cos ay) (9) 

where /3 is the microscopically observed angle at which the 
meniscus contacts the solid surface as shown in Fig. 4. /3 is 
different from the angle 9 between the meniscus curve and the 
horizontal Une, which corresponds to the apparent angle ob
served macroscopically. In the above equation. Young's contact 

L / / V 
/ ; 

-Meniscus 

Fig. 4 Two-dimensional meniscus 
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Fig. 5 Change of E with s (for p > ay + 4)) Fig. 7 Change of E with s (for ar - (l> < p < ay + <l>) 

angle ay is used instead of 9YA or OYR for the calculation of the 
energy change AESV^SL (Eq. (3)) between solid-gas interface 
and solid-liquid one, because each infinitesimal triangular side 
constituting the rough solid surface as shown in Fig. 4 is individ
ually smooth and homogeneous as opposed to the apparent solid 
surface in Section 2. 

3.1.2 Wetting Behavior of the Meniscus. Referring to Eq. 
(9), we consider the wetting behavior of the meniscus under 
the rough horizontal plate. In the following, it is assumed that 
the infinitesimal roughness height h, as shown in Fig. 4, is 
much smaller than H and hence 9 is constant for any contact 
point of the meniscus on the rough surface. Now, considering 
the relation 6 = /? + (̂  (</>: inclination angle of the roughness), 
the energy change rate dElds for the right-hand side a of the 
roughness as shown in the figure can be rewritten from Eq. (9) 
as 

dE 

ds 
(Ttyf cos (9 — 4>) — cos ay (10) 

Also dElds for the left-hand part b of the roughness shown in 
Fig. 4 can be rewritten by using the relation 6 = P — (f) as; 

—- I = (TLvicos (9 + 4>) 
ds ) , 

(11) 

From Eqs. (10) and (11), it is found that the sign of dElds 
changes at 9 = ay + (l> and 9 = ay - cj). Referring to the 
relation, the stability and instability of the system are considered 
for the various conditions of 6 or H in the following discussion. 

(i) In the case of 9 > ay + <f> and H < 
aV2{l -I- cos (ay + </>)} 

Substituting the condition 9 > ay + ({> into Eqs. (10) and 
(11), the following relation holds for dElds of the portion a 
and b. 

dE\ 
— < 
ds /i, 

fUo 
ds 

(12) 

From Eq. (12), the behavior of the system energy in relation to 
the displacement s along on the rough surface can be described 
qualitatively, as shown in Fig. 5. The figure shows that the 
system energy decreases monotonously for the advancing of the 
meniscus. Referring to the theoretical analysis of Eick et al. 
(1975), in which the hysteresis phenomena of the contact angle 

were investigated for the meniscus on the vertical plate with 
the same two-dimensional regular roughness as treated in this 
study, the advancing contact angle observed macroscopically 
9yA is expected as follows; 

= ay + 4> (13) 

If we consider that the above relation holds for the horizontal 
plate, the results of Fig. 5 shows that when the plate height H 
is small and the apparent angle 9 becomes larger than the ad
vancing contact angle 6yA, the system becomes unstable and the 
meniscus wets the solid surface spontaneously. 

(ii) In the case of 9 < ay - (p and H > 
av2{I + cos (ay - </>)) 

In the same way as in the above discussion, dElds for the 
right-hand and the left-hand portion of the rough surface can 
be obtained by substituting the condition 0 < 9 < ay - 4> into 
Eqs. (10) and (11). 

dE 

ds 
> ^] >0 

ds )„ 
(14) 

Figure 6 shows the qualitative behavior of the system energy 
with i'. Contrary to the case ( i ) , however, the system is unstable 
for the receding of the meniscus. Just as with Eq. (13), for the 
advancing contact angle 9yA, the receding contact angle 9yR for 
the two-dimensional roughness is described as; 

9y„ = ay-4> (15) 

Hence, it is found that when the plate height H increases and 
the apparent angle 9 becomes smaller than the receding contact 
angle 9YR, the system becomes unstable. As seen from Fig. 6, 
the meniscus spontaneously recedes and falls from the solid 
surface. 

(iii) In the case of ay — cj) < 9 < ay + (p and 
aV2{l + cos (ay + (f))] < H < flV2{l -t- cos (ay - </>)} 

dElds for this condition can be obtained in the same way as 

dE] > 0̂  dE 
ds J„ \ ds 

< 0 (16) 

The behavior of the system energy corresponding to the above 
relation is shown in Fig. 7. The figure shows that there exist 
many quasi-stable conditions corresponding to the local mini
mum of the energy on the curve. Hence the meniscus does not 
move spontaneously on the surface. The system is stable when 

Fig. 6 Change of E with s (for p < ay - <!>) 
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Table 1 Wetting behavior of two-dimensional meniscus under a hori
zontal plate 

B 

e > 6,A 

d = (9M 

e,K <e <e,A 

e = ^o 

e < dy. 

H 

H < flV2(l+cos (?,0 

H = aY2(l+cos (?»A) 

a^/ZiUcos BYA) < H< aV2(l+cos (?r«) 

H = a'\^iUcos&YR) 

H > n^iiUcos&yn) 

Advance of Keniscus 

Unstable 

Neutral Stable 

Stable 

Stable 

Stable 

Receding of Meniscus 

Suble 

SUble 

Stable 

Neutral Suble 

Unstable 

the angle 9 is in the range between the advancing contact angle 
&rA = UY + 4> and the receding one 6YR = Uy — <j). 

(iv) In the case of Oy^ = ay + 4> and H = 
aV2{l -I- cos {ay + (f>)} 

dElds for this condition can be written by using Eqs. (10) 
and (11) as 

f 1 =»• 
as 

^ \ < 0 
ds J^ 

(17) 

4) and H = (v) In the case of 9 = ay 
aV2(l + cos (ay - 4>)] 

In the same way, the following expression is obtained; 

The conditions (iv) and (v) represent the neutral stability states 
of the system. For example, Fig. 8 shows that when 9 = ay + 
<l>, (i.e., 9 is equal to the advancing contact angle SKI), the 
system is neutral stable for the advance of the meniscus. In the 
same way, when 6 = ay - (f), (i.e., 9 is equal to the receding 
contact angle), the system is neutral stable to the receding of 
the meniscus. As mentioned in Section 2, the advancing or 
receding contact angles indicate the boundary between the sta
ble and unstable states of the meniscus under the horizontal 
plate. 

The results of the above consideration can be summarized in 
Table 1. The contents of the table completely correspond to the 
results shown in Fig. 3 of Section 2. 

3.2 Heterogeneous Surface. Next, the wetting behavior 
of the meniscus under a heterogeneous surface is discussed. As 
shown in Fig. 9, we consider the smooth heterogeneous surface 
consisting of two-dimensional stripes in which there are two 
kinds of surfaces with different characteristics; namely, portion 
a with Young's contact angle a™ and portion b with a ^ . Such 
a surface was treated by Neumann and Good (1972), in order 
to investigate the effect of surface heterogeneity on the contact 
angle hysteresis. 

The energy change rate dE/ds for the portion a and b is 
obtained as follows; 

dE\ 
= 0'iv,(C0S 9 — c o s UyA) ( 1 9 ) 

— 1 = cTivicos 9 - cos UYB) (20) 
ds J, 

In the following discussion, we assume that ay^ is larger than 
ay/,. The analysis of the wetting behavior of the system is almost 
similar to that of Section 3.1 except that the sign of dE/ds 
changes at 9 = ay^ and 9 = ay„. Using Eqs. (19) and (20), 
the similar results corresponding to those for the conditions of 

(i) to (v) in the preceding section is obtained as stated in the 
following. 

(i) In the case of 9 > ay^ and H < a 1 + cos ay^) 
Substituting the relation 9 > ay^ into Eqs. (19) and (20), 

the same results as Eq. (12) are obtained. The behavior of the 
system energy can be described by Fig. 5 and the system is 
unstable for the advance of the meniscus. 

(ii) In the case of 9 < ays and H > av2( 1 -I- cos ayn) 
In the same manner, Eq. (14) in the preceding section is 

obtained. As shown in Fig. 6, the system is unstable for the 
receding of the meniscus. ^__ 

(iii) In the case of am < 9 < uy^ andaV2(l + cos ay^) < 
H < aV2(l -I- cos ays) 

This condition corresponds to Eq. (16) and the system is 
stable for both advance and receding of the meniscus as shown 
in Fig. 7. 

(iv) In the case of H = aJ2{\ + cos a ^ ) 
(v) In the case of H = aV2(l + cos ays) 
These two conditions correspond to the neutral stability of 

the system as seen from Eqs. (17) and (18). The condition 
(iv) is represented by Fig. 8. 

For the system of the heterogeneous solid surface as shown 
in Fig. 9, the theoretical results of Neumann and Good (1972) 
show that the advancing contact angle 9yA is equal to the larger 
contact angle of the stripes and the receding contact angle 9yD 
to the smaller one. Therefore the following expressions can be 
written; 

9YA = ayA (21) 

9yB = OlYB (22) 

Considering Eqs. (21) and (22), the above results for the condi
tions (i) to (v) can also be described by Table 1 in the preceding 
section for the rough surface. 

The theoretical results of Sections 3.1 and 3.2, in which the 
microscopic effects such as surface roughness and heterogeneity 
are taken into consideration, agree with those in Section 2 based 
on the assumption that Young's equation can be applied to 
the apparent macroscopic system. Therefore, we can verify the 
validity of the assumption. In this report, only the surface 
roughness and heterogeneity with the ideally regular configura
tion are considered for the effect of the microscopic structures 
on the wetting behavior. For more general surface configuration, 
the analysis of the wetting behavior by the method, as stated 
in Section 3, should be more complicated. Although the micro
scopic viewpoint is necessary to discuss the mechanism of the 
hysteresis of the apparent contact angles, the macroscopic wet-

Plane view 
of surface 

mmiF 
Plate 
surface 

:Menlscus 

Fig. 9 Two-dimensional meniscus under a heterogeneous solid plate 
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ting behavior can be analyzed more simply by using the assump
tion as stated in Section 2. 

4 Conclusion 
The macroscopic wetting behavior of the two-dimensional 

meniscus under a horizontal plate was investigated theoretically, 
based on the assumption that the effects of the microscopic 
structure of the solid surface are wholly represented by the 
values of the apparent contact angles. The wetting behavior is 
quite different from that of the meniscus attached to an usual 
inclined plate. When the horizontal plate is raised or lowered 
to the critical height at which the meniscus attaches to the plate 
at the receding or the advancing contact angles, the system 
becomes unstable and the meniscus spontaneously breaks down. 

The same problem was analyzed by the different manner in 
which the effect of microscopic structures of the solid surface; 
namely, two-dimensional roughness and heterogeneity is taken 
into consideration. The results obtained agree with those stated 
above. Therefore, the validity and the usefulness of the assump
tion in the preceding report was verified. 
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Liquid Jet Pumps for Two-Phase 
Flows 
Isothermal compression of a bubbly secondary fluid in a mixing-throat and diffuser 
is described by a one-dimensional flow model of a liquid-jet pump. Friction-loss 
coefficients used in the four equations may be determined experimentally, or taken 
from the literature. The model reduces to the liquid-jet gas compressor case if the 
secondary liquid is zero. Conversely, a zero secondary-gas flow reduces the liquid-
jet gas and liquid (UGL) model to that of the familiar liquid-jet liquid pump. A 'jet 
loss'' occurs in liquid-jet pumps if the nozzle tip is withdrawn from the entrance 
plane of the throat, and jet loss is included in the efficiency equations. Comparisons 
are made with published test data for liquid-jet liquid pumps and for liquid-jet gas 
compressors. The UGL model is used to explore jet pump responses to two-phase 
secondary flows, nozzle-to-throat area ratio, and primary-jet velocity. The results are 
shown in terms of performance curves versus flow ratios. Predicted peak efficiencies 
are approximately 50 percent. Under severe operating conditions, LJGL pump perfor
mance curves exhibit maximum-flow ratios or cut-offs. Cut-off occurs when two-phase 
secondary-flow streams attain sonic values at the entry of the mixing throat. A 
dimensionless number correlates flow-ratio cut-offs with pump geometry and op
erating conditions. Throat-entry choking of the secondary flow can be predicted, 
hence avoided, in designing jet pumps to handle two-phase fluids. 

Introduction 

The jet pump transfers momentum and energy from a high-
velocity jet to a secondary fluid. Jet pumps are widely used 
because of their high reliability, particularly in remote or 
inaccessible locations. The liquid-jet liquid-secondary pump 
(LJL) is the most common application (Gosline and 
O'Brien, 1934; Cunningham, 1975). The success of one-
dimensional modeling is well established. Cavitation may 
cause departure from the LJL theoretical performance, but 
cavitation is predictable using a NPSH type relationship. 
Close to the subject of this paper is the liquid-jet gas com
pressor (LJG) which has been reported theoretically, and 
with experimental confirmation (Cunningham, 1974; Cun
ningham and Dopkin, 1974; Witte, 1962). Again, in this 
case one-dimensional theory accurately predicted test re
sults. Departure from theory occurs in the LJG case if the 
mixing of the jet and entrained gas is allowed to extend 
beyond the mixing throat into the diffuser. 

This paper develops a one-dimensional model for a liquid jet 
pump handling two-phase gas-in-liquid bubbly mixtures, and 
examines the characteristics of this "LJGL" pump. The LJGL 
model also encompasses the secondary-flow extremes of a liq
uid (LJL pump) and a gas (the LJG compressor), i.e., the LJGL 
model bridges and links two established jet pumps. 

Applications. In addition to pumping/compressing two-
phase fluids, the LJGL pump is a compact mixer and reactor 
for the gas and two liquid streams. Appropriate uses: (1) Promo
tion of chemical or biological reactions through intimate mixing 
of finely dispersed gas into a liquid or mixed liquids; aeration 
and bulk mixing of sewage, for example. (2) Dispersing fine 
gas bubbles in a liquid(s) through intense shearing of a bubbly 
two-phase stream by a power jet. For example, generation of 
liquid foam in separation processing. (3) Promoting gas solu
tion in a liquid medium. 

The LJGL Pump Model 
Four one-dimensional flow equations are developed below to 

describe the LJGL pump. The LJL (liquid-liquid) pump and 
the LJG gas compressor can also be described by four one-
dimensional flow equations; the nozzle equation is the same in 
all three cases. The LJG and the LJGL pumps both involve 
two-phase flows at the throat exit and in the diffuser. The LJGL 
jet pump alone involves two-phase secondary flows from the 
suction port to the mixing-throat entry. 

The LJGL model is based on conservation equations for en
ergy, momentum and mass. One-dimensional relations are used, 
and real-fluid losses are accounted for by friction-loss coeffi
cients (K). Assumptions are: (1) The gas phase undergoes 
ideal-gas isothermal compression. (2) All two-phase flows (sec
ondary flow at the throat entry, and total flows in the throat exit 
and diffuser) consist of homogeneous bubbly mixtures of a gas 
in a continuous liquid. (3) Heat transfer from the gas to the 
liquid is too small to raise the liquid temperature. (4) Change 
in solubility of the gas in the liquid between pressures Pj and 
Pa is negligible. (5) Vapor evolution from and condensation to 
the liquid are negligibly small. 

Nozzle Equation 

With reference to Fig. 1, 

V? 1/2 y 2 
,- -t- Pi — = Po + Pi — + K„p^ ~-

With Pi = Fi, the nozzle equation is 

P, - P o = Z( l -t-A:„) 

Throat-Entry Equation 

The two-phase secondary flow is described by 

(1) 
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conical diffussr d 

/mixture 

pj, Qj f secondary Hqi« Q3^ = Q,(M+*(,) 

Fig. 1 Liquid-jet gas and liquid (LJGL) pump, and nomenclature 

Density as a function of static pressure and flow ratios M and 
(j) is 

P2G = 
m2 + ma 

nh ma 

Ml OTi 

Q2 + Qo QdM + <t>) 
Pi 

SM + y(t>, 

M + 4) 
(3) 

Mixing Throat Momentum Equation 

P2Qoy2Qo 

Pl.V„ 

Equating control volume forces and fluid momentum changes 

(Po - P,)A,H - TA„ 

= (mi + mj + maWj, - miV„ - (mj + maWico (5) 

where 

TA„ ^ K,Hpi,V I 

A,H 2 

where 4> = Ps4>slP, for isothermal flow. Inserting these relations 
and integrating Eq. (2 ) from .? to 0: 

M(Po - P,) + P A In PJPs , VU., , , . , „ 
P , ( 5 M + 7 ( ^ J 

Substituting from the continuity relation, V2G0 = K(M + </)o)/ 
c, the throat-entry equation is 

MiP, - Po) + P.</.,, In -^ 
"0 

= Z 
(5M + y4>,) 

i\ + K,„){M ^ 4>,Y ( 4 ) 

_ mi + m2 + mg 

P2G0 — Pi 

Pi 
'1 + SM + ycj),' 

I + M + (l>, 

"i'M-t- 7(^/ 

M + 00 . 

and 

From continuity 

V2G0 see above 

V3, = fi, ^ i ± ^ ^ l ^ = K ^ ( l + M + 0,) 

Substituting these relations in Eq. (5), and dividing by A,i, 
produces a quadratic equation in P,. The throat momentum 
equation becomes: 

Nomenclature 

A 
A„ 

C 
D 
E 
K 

°K 
LJL 
LJG 

LJGL 
M 

MN 
N P S H : 

P,P 

P. 
Q 
R 

"R-
S-
T 

V •• 

W •-
z •• 

a •• 

b-

= area, ft̂  (m^) 
= throat wall area, ft̂  (m^) 
= velocity of sound, ft/sec (m/s) 
= diameter, ft (m) 
= energy rate, ft lb/sec (joule/s) 
= friction loss coefficient 
= absolute temperature, Kelvin 
= liquid-jet liquid pump 
= liquid-jet gas compressor 
= liquid-jet gas and liquid pump 
= liquid/liquid flow ratio, 22/Gi 
= Mach number 
= net positive suction head 
= pressure: static, total, psia (kPa 

abs.) 
= vapor pressure, psia (kPa abs.) 
= volumetric rate, ftVsec (m'/s) 
= gas constant, ft lbs/slug °R 

(joules/kg °K) 
: absolute temperature, Rankine 
= density ratio, pa/pi 
-- temperature, °R (°K) 
= velocity, ft/sec (m/sec) 
= work rate, ft lbs/sec (joules/s) 
= jet dynamic pressure, psi (kPa) 
•- diffuser area ratio, AJA^ 
-- jet pump area ratio A„/A, 

c = A2GoM„ = (A, - A„)M„ = (1 
- b)/b 

m = mass flow rate, slugs/sec (kg/ 
s) 

psi = pounds per square inch 
psia = pounds per square inch, abso

lute 
r„ = gas/liquid vol. flow rate ratio 

QG/Q2 
fuo = gas/liquid vol. flow rate ratio at 

0: QG0/Q2 
r^ = gas/liquid mass flow-rate ratio 
sp - nozzle-to-throat spacing, ft (m) 

splDih = spacing, throat diameters 
rj = efficiency 
y = gas density ratio at s, paJp\ 

y(f),, = mcJmi 
p = density, slugs/ft' (kg/m') 
T = shear stress, psi (kPa) 
(j) = gas flow ratio QGIQX 
4>s = gas flow ratio QGJQI at s 

Subscripts 
1 = liquid primary flow 
2 = liquid secondary flow 

G = gas secondary flow 
2G = bubbly secondary flow 

2G0 = bubbly sec. flow at 0 
L = liquid 

lim = limit for cavitating flow 
3 = combined fluids 1, 2, and G 

(, s, n, = locations, see Fig. 1 
0, t, d = locations, see Fig. 1 

cO = flow-ratio cut-off 
/ = friction loss 
n = nozzle 

en = throat entry 
th = mixing throat 
di = diffuser 

Subscript Examples 

Q2 = secondary liquid vol. flow rate 
goo = secondary gas flow rate, at 0 

G2G0 = flow rate of bubbly mixture of 
gas in the secondary liquid, 
atO 

Exponents 
* = critical flow conditions at 

Mach one 
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P ? - Z 2b - b\2 + K,H){1 + SM + y0 , ) ( l + M) 

+ 2{SM + 70»)(M + (̂ o) .. ^ • + ^ P, 
( 1 - f c ) Z 

+ Z[b\2 + K,H){\ + SM + y^^PAl = 0 (6) 

Diffuser Equations 

A bubbly mixture flows from t to d: 

(The area ratio a = A,/Ad) 

J, p J, J , PJ, 
(7) 

The mixture density is: 

m, + m2 + 'MG 
Pa Pi 

1 + SM + y^, 

1 + M + </. 

where </> = 

r 

From continuity, 

V3, = V„fc(l + A f + < ,̂) 

The friction loss term is 

APf = ^, ,p3, -f 

= K,,Pi Y * ' ( 1 + SM + •y<^,,)(l + M + < ,̂) 

Integrating Eq. ( 8 ) and substituting, the diffuser equation be
comes: 

(P, - P,) + - ^ ^ In - ^ = Zb' 
\ + M P, 

1 + SM + y<i)s 

1 + M 

X [(1 + M -f ci),Y - a'-il + M + </)rf)' 

- A : , , ( 1 + M +</.,)(! + M ) ] (8) 

A by-definition friction loss term is used in Eq. (8) to account 
for energy losses in the diffuser. This approach is dictated by 
two considerations. (1) It results in similar definitions for the 
throat and diffuser losses, consistent with previous treatments 
of LJL and LJG friction losses. (2) Friction loss data for bubbly 
flow in LJG throats and diffusers (Cunningham and Dopkin, 
1974) were measured using this definition. K„, and K^i data 
versus gas flow ratio formed flat lines independent of the gas 
ratio, provided only that mixing was completed in the throat. 
Since the LJGL diffuser and throat-exit flows in this paper are 
identical to the earlier LJG pump experiments, it is reasonable 
to assume that these K,„ and K^i values are applicable to the 
present LJGL case. Eqs. (1), (4), (6) , and (8) describe the 
LJGL pump in terms of the flow processes in the four compo
nents. The term y4>s = PGSQGJP\Qi- For isothermal flow y4), 
= 144P,<^,/Rr,p,. For air, with R = 1716 ft lbs/slug °R, and 
water, p, = 1.94 slugs/ft\ 7< ,̂ = .0432P,<^,/n. In SI, R = 
286.92 mN/kg °K, p, = 1000 kg/m', and y(^, = .00348PA/ 

T,, with Fj in kN/m^ and 7, in °K. For fluids other than water 
and air, the R and/or p\ values must of course be replaced. 

Two-Phase Flow Mach Numbers at Throat Entry and Exit. 

C=J—. Withr,„ = ^ and r„ 
Y dp mi (J, 

(Eddington, 1967) 

C = ( l + r „ ) 

Qc 

QL 

Pi^«(l + r„,) 

For the LJGL pump the secondary fluid velocity at the throat 
entry is 

!22 Qi(M + 4>o) 

AzGO A„c 

(M + < ô) _ /2Z ( M + <^o) 

Voan — 

c A/ Pi 

The r ratios in LJGL terminology are: 

_ PaoQco ^ PGoQaa _ 70(^0 ̂  7 ^ 

''"'" P2Q2 SpiMQi SM SM 

Thus 

GiM 

MN2C0 

At the throat exit: 

V2G0 

Cian 

4>o /_2Z_ 

P . 0 . 
(SM + yep,.) 

M 

(9) 

V„ = 

'mt 
mc 

m\ + m^ 1 + SM 

<k. 
e , + 62 \+M 

So that: 

MN3, = <P,b 
2ZS{\ + M) 

P,(ji,{\ + SM) 
( l + 5 M + y < / . , ) (10) 

P u m p Efficiencies. The LJGL pump produces two useful-
work results: ( 1 ) isothermal compression of the gas component, 
and ( 2 ) static pressure increase of the liquid component of the 
secondary flow stream. With W as the work rate, ft Ibs/s 
(power) the two work rates are 

Wo = PG,GG.Rr. In {P4IP.) 

the work rate on the gas component, and 

WL = QiiPd — Ps) the work rate on the liquid component. 

The energy rate input is 

Ein = QdPi - Pd) 

The LJGL pump mechanical efficiency is the total work rate 
out divided by the energy rate in: 

V 
P,ct>, In (P,/P,) + MjP, - P.) 

Pi - P„ 
= r}G + VL (11) 

The Je t Loss . Jet pumps in practical applications have noz
zle-to-throat spacings splD,h of one or more throat diameters. 
In this case the power jet traverses from a static pressure at or 
near Pj down to Po, with no useful work recognized in the 
one-dimensional theory. Thus a " je t loss" occurs, which is in 
addition to the friction and mixing losses (Cunningham, 1975). 
In two-phase flow LJGL pumps jet losses will be significant 
because ( P , - Po) magnitudes approach those in LJL pumps. 
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o Experimental data. Sanoer(1968), b . . l 9 7 

-n from UQL theory 

no jet loss 

4=0 

01,K.„-.03.K,h-.1,Kdi=.1 

1 2 3 

LIQUID-LIQUID FLOW RATIO M 

Fig. 2 LJL test data compared with LJGL model. No gas injected at the 
secondary inlet, hence < ,̂ = 0 applies. Sanger's nozzle spacing zero, 
eliminating the jet loss. 

Pump Efficiency, Incorporating Jet Loss. In Eq. (11) (P, 
- Pa) is expanded: (P, - P J = (P,- - P,) - (P^ - P,); and 
(P, - P.) = (P, - Po) - (P., - Po) = Z(l -̂  K„) - j(P, -
Po), where 7 = 1 for a fully-inserted nozzle, no jet loss; andj 
= 0 for the usual case of the retracted nozzle, which produces 
full jet loss. 

Eq. (11) now becomes 

V 
P^, In jPJP,) + M(P, - P,) 

Z(l + K,)-j{P,-Pa)-{P,-P,) 

= VG + VL (12) 

Equation (12) is recommended for liquid-jet pumps as follows: 
use7 = 1 for no-jet-loss pumps (thin-wall nozzle fully inserted, 
sp - 0); use 7 = 0 for the full jet-loss case, which obtains for 
pumps with normally retracted nozzle configurations. 

Computer Program. Solutions for the LJGL model equa
tions were generated using a computer spreadsheet program. 
Values for Z, b, P^, T^, R, pi, S and the four K coefficients 
were fixed/assumed for each pump and operating condition. 
Eqs. (4), (6), and (8) were then solved for each step increase 
in flow ratio M, with <̂ j held constant. Alternatively, M was 
held constant and the equations were solved for step increases 
in <j>s. Both types of performance curves are useful. Equations 
(4), (6), and (8) are interdependent: solution of Eq. (6) re
quires Po values from Eq. (4) and solution of Eq. (8) requires 
P, values from Eq. (6). The program outputs at each flow-ratio 
step were static pressures Po, P,, and Pa, and the three pump 
efficiencies defined by Eq. (12). 

LJGL Model: Comparisons Witli Test Data 
To validate the model, comparison with published test data 

is possible at the two ends of the LJGL model span. Figure 2 
shows LJL data from Sanger (1968, 1970) versus the LJGL 
theory (using <̂s = 0). Sanger used nozzles fully inserted to 
place the tip in the throat-inlet plane; consequently there was 
no jet loss. Sanger's data agree with the no-jet-loss LJGL curve 
(;' = 1). The poorer match at high M values is probably due 
to incipient cavitation, a condition which is encouraged by zero 
nozzle spacing sp. Fig. 2 also shows the jet-loss efficiency 

curve. If the pump nozzle is retracted from the throat entry, 
which is the usual case in practice, jet loss will occur, i.e., 
7 = 0. 

In Fig. 3, liquid-jet gas compressor data (Dopkin, 1973) are 
compared with LJGL theory (using M = 0). The K values listed 
in Fig. 3 are relatively large, and match those measured in the 
lab experiments, which used small-size pumps (D^ < .5 in.). 
Theory-experiment agreement is evident. The divergence at 4>s 
> 2.5 results from the mixing process extending into the dif-
fuser. Longer mixing throats are required for the LJG gas com
pressor, particularly at small b values, compared to the LJL 
pump. For the latter, lengths of only four to six throat diameters 
are adequate. Cunningham and Dopkin (1974) reported an em
pirical relation for the LJG pump: optimum throat-length/jet 
diameter = 15 c. This relation predicts a length of 43 mixing-
throat diameters for a pump with b = A. LJGL throat lengths 
will be less than for the LJG pump, approaching the LJL pump 
configuration, but laboratory testing may be needed to establish 
design guidelines. 

Based on these two ' 'end-point'' matches of the LJGL theory 
with test data, it is reasonable to conclude that the model will 
also predict the performance of LJGL jet pumps, when operated 
under well-mixed bubbly secondary-flow conditions. 

Two-Phase Flow Effects on the Liquid Jet Pump 
The LJGL model was used in exploring pump-performance 

effects of two-phase secondary flows. One set of X̂  values was 
assumed: K^ = .05, Ke„ = 0, K„, = .10, K^t = .10. These values 
apply to low-friction pumps similar to those used by Sanger 
(1970). For small-size pumps (D,/, < .5 in.), larger K values 
would apply, e.g., see Fig. 3. Other conditions were: Z = 40 
psi (275.8 kPa), b = .07, S = i, a = 0.235, T, = 540°R 
(300°K), and P, = 14.7 psia (101.35 kPa). 

The effects of gas mixed into the secondary liquid flow are 
shown in Fig. 4. For the <̂ j = 0 (LJL) case there is one effi
ciency T] = rjL curve. For t̂ , = 2, three curves apply: 77c, 77/,, 
and r}. The ??/, curve for t̂ , = 2 lies below rji = rj for the (p,, = 
0 case. The secondary-flow gas ((/>, = 2) also results in a flow 
ratio "cut-off" of M^o = 3.59. With cj), = 2, the gas compres-
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Fig. 3 Liquid-jet gas compressor test data versus LJGL model, using 
M = 0 
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sion efficiency TJG declines with increase in M. But the total 
efficiency r] increases and peaks at 38 versus 27 percent for the 
corresponding LJL pump. The isothermal compression work on 
the gas more than compensates for the loss in liquid-liquid 
pumping efficiency. At the bottom of Fig. 4 note that PQ (throat-
entry pressure) is significantly depressed by a two-phase sec
ondary flow. 

LJGL performance curves were also examined as functions 
of the gas flow ratio < ĵ, with M held constant. In this case the 
rii liquid pumping efficiency declines as <̂ ., increases. The gas 
efficiency r]a increases with 4>s, but falls below the gas-compres
sor LJG case. But the LJGL two-phase total efficiency i] exceeds 
rj for the LJG gas compressor, over most of the (/>j range. Again, 
two-phase flows caused flow ratio cut-offs. For example, with 
M = 2 and 3, cut-offs occurred at tp^co = 5.13 and 2.82, respec
tively. 

Examination of Flow Ratio Cut-Off. In solving the LJGL 
theoretical model, cut-off was determined as the highest M liq
uid ratio (or highest gas ratio if (/î  was the independent parame
ter) which permitted solution of the throat-entry Eq. (4) , by 
means of successive-approximations for the unknown, PQ • Flow 
ratio cut-off was found in every computer pump model in which 
the theoretical pump was subjected to severe operating condi
tions. In Fig. 4 the severe condition was the gas load of <̂ s = 

Model CocxKions: 
b = .07 
Z.113psl 
K's..05, 0, . 1 , . ! . 
Ps = 14.7p8la 
Ts=660 0R 
S = 1 

<tij=0(ULPump) 

1 2 3 4 5 
UQUID-UQUID RATIO M = Q^Q, 

Fig. 5 Throat-entry pressure ratios versus flow ratio M = Qi/Qi. MN is 
Mach number. 
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Fig. 4 Performance curves for LJL pump (i^, = 0) compared with LJGL 
pump with (l>, = 2. The vertical dashed line indicates the cut-off flow 
ratio. 

2, which caused an M^o of 3.59. At this cut-off (Fig. 4) the 
Mach number was MNaoo = -97, at the throat entry. Perfor
mance curves vs. the gas ratio 4>s also exhibited throat-entry 
Mach numbers at or near unity value at cut-off. These Mach 
numbers point to compressible choked flow at the throat inlet. 
This is quite possible: the velocity of sound in a two-phase fluid 
is very low, e.g., about 70 ft/s for a 50/50 mixture of air in 
water. 

Confirmation of choked flow at the throat entry is provided 
in Fig. 5. Curves of Po/P., versus M are double-valued. Equation 
(4) produces both subsonic- and supersonic-flow values of Po 
at each M level, up to the Mco cut-off point, where MN2G0 = 1 
is the only solution. At each apex, P Q / P , = P*/P, = r*, the 
critical pressure ratio. The upper/solid line represents subsonic 
flow. On the 0j = 1 curve, one point is identified: IVINaGo = 
.444. Subsonic Mach numbers increase as Po is reduced, until 
the apex is reached, where MN2G0 = L The lower/dashed line 
represents the supersonic solutions (impossible in practice be
cause the s-0 flow path is converging). 

To the right of each of the Mco points in Fig. 5 there are no 
solutions to the Eq. 4 descriptions of throat-entry flow. This 
explains the cut-off phenomenon: Eq. (4)—and hence the 
LJGL model—fails for any M greater than Mco- Throat-entry 
flow curves for six 4>,, levels from 10 down to 0 are included 
in Fig. 5. The uppermost curve is for </>., = 0, the LJL jet pump. 
It intersects the abscissa at Af = 4.79. Line A connects this M 
= 4.79 point and the apexes of the five LJGL double valued 
curves. From r* = 0 at the right end, r* increases to the left, 
in the direction of increased gas content. In the limit, Une A 
approaches the LJG gas compressor case (Af = 0 ) and r = 
.607, the critical pressure ratio r* for isothermal flow of an ideal 
gas. Figure 5 also explains how Af̂ o is reduced by increased 
secondary-flow gas content (j>,,. 

A different family of double valued curves results from plot
ting Po/Ps versus the gas flow ratio </>.,, at constant Af levels. 
(Not shown here.) These Po/P, curves are also double-valued, 
albeit of different shape. Each M-level curve peaks at a (̂ „o gas 
flow ratio cut-off, where MNJGO = 1. 

Effects of Pump Area Ratio and Jet Velocity 
Using the same operating conditions and K values listed 

above for Fig. 4, the effects of area ratio b and jet velocity were 
examined. Figure 6 shows LJGL pump efficiencies as functions 
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Fig. 6 Total efficiency curves for tliree pump area ratios b = A„/Au, 

of flow ratio M, for b = .04, .07 and .10 pumps operating at 
(t>s = 2. Increasing the design area ratio b improves total effi
ciency rj, but causes earlier flow-ratio cut-offs. 

The jet dynamic pressure Z was raised in two stages above 
the "standard" 40 psi, as shown in the Fig. 7 (top) efficiency 
curves. Higher Z levels reduce total efficiency slightly because 
gas compression efficiency rjc is depressed. Of greater signifi
cance, high jet velocities cause large reductions in cut-off flow 
ratios. 

Figure 7 (center) shows the Pa responses. High Z levels will 
produce high P^ discharge pressures with this low fc-value pump 
(.07), but with penalties both in efficiency and early cut-off. 
Fig. 7 (lower) shows throat inlet pressures. Each Po curve peaks 
at the Mco values indicated, and simultaneously the secondary-
flow Mach number is 1 at the throat entry. These Po curves are 
double valued (as in Fig. 5), but only the subsonic or "real" 
branches are shown here. 

Theoretical Prediction of Flow Cut-Oflf 
Solving Eq. (4) by successive approximations is difficult at 

the peak of the double valued curves, where the curves are 
tangent to the vertical lines marking the cut-off flow ratios M^o 
or (j)^co- A better method for finding flow ratios at these peaks 
is the simultaneous solution of Eqs. 4 and 9 for Af̂ -o, with MN2G0 
= 1. Table 1 contains these simultaneous solutions for Mco and 
the corresponding values of Po, for five b-value pumps each 
operating at three Z levels, and at three î ^ gas ratios. The values 
of r* = P*/P, are listed. (Po = ^* for all points in Table 1). 
Mach numbers of the two-phase flows at the throat exit t were 
also calculated, using Eq. (10). MN3, was always subsonic. In 
other words, throat mixing produces a subsonic flow at the 
throat-exit/diffuser-entry, even when the throat-entry second
ary-flow velocity is maximum, i.e., sonic. 

Table 1 also includes the secondary-stream gas/liquid volu
metric rate ratios r^ = <t>o/Mco = QGO/QZ at cut-off. Eddington 
(1967) observed that two-phase flows with ratios r„ from 0.1 
to about 1.0 are homogeneous or bubbly mixtures of gas in a 
continuous liquid phase. At the other extreme, say /•„ > 10, it 
may be assumed that gas is the continuous medium, i.e., droplets 
are suspended in the gas. Table 1 shows that r^ < 1 for all cf),, 
= .3 calculations, and for b = .04 and .07 of the (j), = 1 series. 
These r^ comparisons support the flow-model assumption in 
this paper of bubbly flow in the secondary stream, particularly 
for the small b ratios (.04, .07, .10), which are the most appro
priate area ratios for two-phase secondary-flow jet-pumps. 

In Fig. 8, Mco values from Table 1 plotted versus the dimen-
sionless parameter cJiP, - Po)/Z (also listed in Table 1). 

Three separate curves are formed for the </>s = .3, 1 and 2 gas 
ratios. (Area ratio c increases as b decreases). Although these 
data are from computer runs at one P̂  value (14.7 psia), Mco 
values from P -̂varied runs also fall on the appropriate ( ,̂-level 
curve. The pressure-difference ratio (Pj - Po)/Z controls the 
severity of flie operating Condition, not the individual pressure 
terms. In Eq. (4), note that at <t>s = 0 and with Ke„ = 0, M = 
cJiPs - Po)/Z . Thus in Fig. 8 the 45° straight line labeled cf), 
= 0 represents liquid-liquid flow. In this special case M and 
the abscissa parameter are numerically identical. 

Figure 8 shows that flow ratio cut-off behavior (M ô) is de
pendent on four operating and geometric factors: M^o can be 
improved by reducing <̂ s, Z, or & (reducing b increases c), or 
by increasing (P, - PQ). 

It is interesting to note that cavitation in UL pumps 
can be correlated by a NPSH type expression: Mum = 
CA/(PS - Py)IZa, where MH^ is the cavitation-Iimited flow ra
tio, P„ is the liquid vapor pressure and <T is a cavitation coeffi
cient, about 1.35 in magnitude. (Cunningham et al., 1970). 
The two limiting flow ratios Mco and Mn^ are thus similar in 
structure. 

Figure 9 shows the profound effect of r^ = 4>OIMCQ on the 
critical pressure ratio r* = P*/Ps. (Curve represents r„o and r* 
values in Table 1.) As the gas/liquid volumetric rate ratio be
comes very large (toward the LJG case), r* approaches .607, 
the isothermal critical pressure ratio. As r„o moves toward zero, 
(toward the LJL case) r* approaches zero. Fig. 9 confirms the 
limits shown in Fig. 5. 

A Comparison of Phenomena Affecting Liquid-Jet 
Pumps 

Performances of the three liquid-jet pumps, LJL, LJG, and 
LJGL can be described by one-dimensional models. The LJGL 
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Table 1 Cut-off flow ratios Mco versus jet dynamic pressures and area ratios for gas/ 
liquid ratios 4>> = -3.1> and 2 

z 
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18S.8 

40 
ili.t 
1SS.B 

40 
111.9 

185.8 

40 
112.9 

189.8 

40 
112.9 

188.8 

• , = • 3 
Mco ""o 'vo '* "If. 
b».04 
11.853 2.8944 0.1381 0.1833 
6.6167 3.3822 0.1971 0.2301 
4.9645 a7S84 0.2364 0.25S7 
b-.07 
6.0889 3^887 0.2078 0.2373 
3.3122 4.3229 0.3080 0.2941 
2.44S9 4.7656 0.3783 0.3242 
B-.IO 
3.8653 4.1033 0.2781 0.2761 
2.0539 S.02S3 0.4273 0.3419 
1.4947 5.4998 0.6365 0.3741 

b-.l3 
2.7056 4.6169 0.3530 0.3141 
1.40S7 6.5911 0.5611 0.3803 
1.0088 6.0765 0.7194 0.4134 
b'.16 
2.0024 6.0631 0.4350 0.3444 
1.0175 6.0641 0.7147 0.4125 
0.7204 6.5460 0.9352 0.4453 

Model Condttlons 

Pi-PoJfl 

131464 

7.5988 
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7.0337 

4.0279 

30721 
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2.0027 

33600 

1.9009 

1.4418 

2.5769 

1.4520 

1.0998 

P,.14.7 
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4.6890 5.5900 0.5608 0.3803 
2.3127 6.5963 0.9636 0.4487 
1.6060 7.0569 1.2954 0.4801 
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2.7748 8.3482 0.8346 0.4319 
1.2998 7.3013 1.5490 0.4967 
0.6774 7.6972 2.1786 0.5236 
b».13 
1.8164 6.9062 1.1715 0.46)9 
0.6126 7.7658 2.3294 0.5283 
0.5354 8.0695 3.3940 0.5503 
b-.16 
1.2600 7.3354 1.5905 0.4990 
0.5413 6.0821 3.3603 0.5498 
0.3498 8.3386 5.0388 0.5673 
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O3076 8.6425 11.051 0.5879 
0.1905 6.7425 17.649 0.5947 
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6.3635 
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2.1512 
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model covers all three cases. But models are valid only as 
long as the actual flow regimes match the assumptions used in 
deriving the theoretical equations. These three liquid-jet pumps 
are reviewed for possible actual-flow departures from theory, 
as follows: 

(a) LJGL pumps may exhibit flow cut-off, as a result of 
compressible-flow choking of the secondary stream. 
The flow ratio M^o or (jy.co at which this will occur can 
be predicted from simultaneous solution of Eqs. (4) 
and (9), with MN2G0 = 1- Secondary flow Eq. (4) 
cannot be solved at any flow ratio greater than the cut
off. In terms of practical pump operation this means 
that, at the cut-off, further reduction of the discharge 
pressure Pa will not increase the flow ratio, and effi
ciency will drop abruptly toward zero. 

(b) LJL pumps may exhibit cavitation-limited flow, in 
which a reduction of discharge pressure no longer in
creases the secondary flow rate. (The pump efficiency 
drops in a vertical line toward zero, hence efficiency 
curves for the cavitating LJL pump could resemble 
those of a choked LJGL jet pump.) LJL pump cavitation 

occurs within the mixing throat, not in the liquid sec
ondary flow-stream at the throat entry, 

(c) Performance of the LJG gas compressor is predictable 
via one-dimensional theory provided mixing is comp
leted in the throat, before diffuser entry. If the discharge 
pressure is too low, i.e., below design level, mixing 
will extend into the diffuser and performance will then 
deteriorate. LJG gas compressor pumps are not subject 
to cavitation or choked flow. 

Commonalities for all three liquid-jet pumps are noted: fric
tion coefficients K, the nozzle-to-throat spacing sp, and the 
mixing-throat length cannot be predicted from one-dimensional 
theory. The LJL and LJG literatures contain recommendations 
for the two longitudinal dimensions, and for measured /if friction 
coefficients as well. Friction coefficients may also be found as 
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Fig. 8 Liquid flow ratio cut-off Mco (Table 1) versus parameter 
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Fig. 9 Critical pressure ratio r* versus the gas flow ratio fva = <l>o/Mca, 
from Table 1 
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published K values for nozzles, short tubes and diffusers. The 
alternative is laboratory testing of liquid-jet pumps or compo
nents to measure the K values. 

Conclusions and Summary 
A one-dimensional model describes the LJGL pump, a device 

which can operate with liquid, gas or two-phase secondary 
flows. Losses which occur in actual pumps are accounted for 
by friction loss coefficients. Five assumptions or restrictions are 
listed above in the derivation. The LJGL equations reduce to 
models for the well-known liquid-liquid (LJL) jet pump, or for 
the gas compressor (LJG) jet pump, upon removal of the terms 
for gas flow ratio t̂ ,̂ or the M terms, respectively. 

Comparisons with published experimental data for the LJL 
and LJG jet pumps validate the LJGL pump model as applicable 
to these "end" conditions. Because of these theory-experiment 
agreements, it is logical to expect similar success in predicting 
two-phase secondary-flow jet pumps. No experimental data are 
known to be available at this time for comparison with the gas-
in-liquid two-phase secondary-flow predictions. 

The addition of gas to a secondary liquid stream reduces the 
liquid pumping efficiency. Conversely, adding liquid to the gas 
stream of the gas compressor reduces gas compression effi
ciency. But LJGL total efficiencies usually exceed the efficienc
ies of the corresponding single-phase secondary-flow pumps, 
i.e., the LJL and LJG jet pumps. 

The effects of design area ratio b = AJA,, and the primary-
jet velocity are treated in terms of performance curves vs. both 
liquid and gas flow ratios. 

Flow-ratio cut-off is identified as a phenomenon which will 
affect two-phase secondary-flow jet pumps under extreme con

ditions. This study shows that flow-ratio cut-offs result from 
choking of two-phase secondary flows, at the throat entry. Maxi
mum flow ratios Mco or (psco can be predicted from the LJGL 
pump model equations. 

The effects of operating conditions and design area-
ratio on cut-off flow ratio are correlated as MCQ versus 
ci{Ps - Po)IZ , where each (j)^ flow ratio (gas load) forms one 
curve. This study indicates that the design and application of 
two-phase secondary-flow pumps are quite feasible. Throat-en
try choking of the secondary flow can be predicted, hence 
avoided. 
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Introduction 
Flows of solid-liquid mixtures, fiber suspensions, polymer 

melts, and colloidal dispersions are commonly encountered in 
chemical, petroleum, pulp and paper, and food industries. In 
most cases, the dynamics of the flow field can impact the rheol-
ogy of the mixture and the morphology of the final products. 
Studying and understanding the dynamics is limited due to the 
fact that these mixtures are optically opaque, heterogeneous in 
properties, and dynamic in behavior. The use of optical diagnos
tics tools, and other non-ultrasonic techniques are limited due 
to various reasons as pointed out in detail in a comprehensive 
review by Cheremisinoff (1986), Kytbmaa and Corrington 
(1993), and Shekarriz et al. (1994). 

The system used in this study is a real-time ultrasonic imaging 
system (RTUIS). It has unique characteristics with a usable 
degree of spatial resolution and with a temporal resolution much 
higher than other (non-optical) planar techniques. The objec
tives of this study are to demonstrate the feasibility of using 
RTUIS for non-intrusive planar velocity measurement on the 
basis of the motion of visible texture caused by the scattering 
particles. A simple two-phase channel flow is utilized for dem
onstration of the current technique. 

Experimental Apparatus 
A schematic drawing of RTUIS is given in Fig. 1. Ultrasonic 

tone bursts of about 50 /xs duration and a frequency of 5 MHz,̂  
generated by a 127 mm diameter quartz crystal, propagate 
through water to the test section. The ultrasound is scattered by 
particles carried in the fluid stream within the test section. This 
scattered field, or the object beam, is focused by a pair of 
acoustic lenses and an ultrasonic reflector onto the liquid surface 
shown. Interference between the object beam and a reference 
beam deforms the interface into a grating. The amplitude of the 
surface deformation varies in accordance with the amplitude of 
the ultrasound in the object plane and it is usually less than 
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0.13 ytim. This grating is the analog of an optical hologram that 
can be reconstructed to form an image of the scatterers. Coher
ent light reflected from this grating is focused to form separate 
domains of light for each diffracted order. A 400 ^m diameter 
pinhole is used in the focal plane to reject all but the light in 
the first-order diffracted beam. The first-order diffracted light 
passes to a video camera which is focused on the liquid surface. 
In this manner, the ultrasonic image is converted to an image 
on a video monitor. (The reader is referred to Brenden, 1993, 
for further detail on the principles of operation of RTUIS.) 

The response and decay time of the liquid film deformation 
amplitude to a value of 1/e is less than 2 ms, as determined 
from experimental measurement of free surface response to a 
tone burst. Although the ultrasonic imager is capable of creating 
more than 300 images per second, it operates in synchronism 
with a closed circuit video system at a 60 field/s rate. Limits 
on the velocity of flow which can be studied are imposed by 
the frame rate of the video camera and the resolution of the 
sound field. 

Each video frame includes a field-of-view of at least 63.5 
mm in diameter. In the case of the experiments reported here, 
the field was restricted to 25 mm X 50 mm. The depth-of-field 
is 6 mm, within which velocity measurements are not affected 
by blurring of the image. 

The flow system consisted of a small centrifugal pump, a test 
section having a 25 mm square cross-section, a reservoir, and 
a valve. The test section has optically-opaque, stainless steel 
windows on two sides for transmission of the 5 MHz ultrasound 
beam. Windows were made of 13 /.tm thick shim stock. We 
believe that plane parallel stainless windows of thicknesses up 
to at least 20 mm can be used under specific conditions. 

The fluid used was water and the solid particles were made 
of polystyrene with a specific gravity slightly higher than water 
(~1.04). The particles ranged between 500 mm to 700 mm in 
diameter. These particles exhibit monopolar resonance at 5 
MHz, which was deemed beneficial in ensuring their visibility. 
Consequently, the upper limit of the volume fraction of the 
solid particles was found by trial and error to be 1 percent. 

Results and Discussion 
Figure 2 is a sample image of the flow field obtained using 

RTUIS. The dark regions are the regions of high particle den
sity. Note that individual particles cannot as easily be identified 
as in optical techniques. The images were recorded on an optical 
disk in order and separate fields within each frame were digi
tized for several consecutive frames. The images were grabbed 
and digitized at a resolution of approximately 5.5 pixels/mm in 
real space dimensions. After enhancement of the images using 
a standard image processing routine, the velocity distribution 
for each frame was obtained by determining the average shift 
or displacement of the particles from the first to the second field 
in that frame. This approach is known as the spatial cross-
correlation technique and it is commonly used in digital signal 
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processing and specifically in Digital Particle Image Velocime-
try (DPIV) technique. For more information the reader is re
ferred to Shekarriz et al. (1994). 

An instantaneous velocity map for a single realization and 
an average velocity map over several realizations are shown in 
Fig. 3. Note that the left figure is obtained by removing the 
measured average velocity and the right figure is the ensemble 
average between four different maps. These results are for the 
flow of water with 1 percent solids content at Ren = 800 (based 
on the hydraulic diameter, D^)? The vectors shown in these 
figures represent the distribution of velocity in a "plane" along 
the direction of flow. Since the depth of field within the imaging 
plane is approximately 6 mm, then each vector is an average 
over a 12 mm X 12 mm X 6 mm volume in real space dimen
sions. In dimensionless format, normalized by the hydraulic 
diameter, D^, the size of the sampling volume becomes 0.47 X 
0.47 X 0.24. The presence of secondary flow and lateral velocity 
in the channel is quite evident in the single realization instanta
neous map. 

At the first glance, it may appear that continuity is not satis
fied in the flow field since the average velocity at each cross-
section changes from one streamwise location to the next. Also 
one may ask why the velocity profile in the channel does not 
have a parabolic profile as would be the case for steady laminar 
fully developed channel flow. For a laminar channel flow, LJ 
Dh = 0.06 Reo. Thus, the flow should become fully-developed 
beyond 48 diameters downstream of the entrance to the channel. 
In our experiments, due to the limitations in the size of the 

Sido Walls of Channel 

Flow 
Direclion 

Fig. 3 A typical instantaneous velocity vector plot for a pipe flow at Re 
= 800. The map on the right is the average over several realizations for 
the same flow conditions. 

imaging setup, we visualized a section of the flow field between 
3 and 5 diameters downstream of the entrance. Thus, the results 
are for flow within the entrance length. The boundary layers 
have not grown and the flow in the channel is developing. It is 
also expected that some secondary flow would exist within this 
entrance length caused by separation and recirculation at the 
entrance of the pipe into the channel (the pipe diameter was 
smaller than h and the entrance was abrupt).* 

The average velocities of the particles determined from four 
different maps (averaging all the vectors in each map), when 
normalized by the measured fluid velocity,' are 0.99,0.84,0.80, 
and 0.75, respectively. The average of all the values shown 
above is 0.85. It is expected that the velocity of the particles 
would lag the fluid velocity, since the particles are approxi
mately 4 percent more dense than the fluid. The slip velocity 
between the particles and the fluid can be estimated using the 
Stoke's drag approximation. The slip velocity, when normalized 
by the measured fluid velocity, is found to be 0.24. Thus, the 
estimated fluid velocity, which is the sum of the measured 
particle velocity and the estimated particle slip velocity, is 1.09. 
If the particles achieve a terminal settling velocity in this portion 
of the pipe, this would imply a measurement error of 9 percent. 
Some lack of precision is anticipated for these proof of concept 
experiments for the following reasons: the error could be the 
result of insufficient number of samples for averaging as well 
as biasing the average velocity toward the center of the channel 
by not including data point from the region near the side walls. 

One should bear in mind that the scope of this study has been 
to determine how feasible it is to use the ultrasound imaging 
technique for planar measurement of the velocity. We have 
established that this method can be successfuUy implemented 
for measuring the velocity. We have also identified some of the 
limiting parameters such as the frame rate and flow velocity. 
No attempt has been made throughout this study to utilize this 
technique for understanding the physics of flow. Some of the 
target problems for the future are study of pulp and paper flows, 
polymer flows, and dense slurry flows, where studies of flow 
regime and phase separation are of interest. 
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Fig. 2 A sample image of the particulate flow using RTUIS 

' The hydraulic diameter is defined as 4 X cross-sectional area/wetted perime
ter. It is equal to h for a square channel. 

' The very small velocities near the walls of the channel are not measurable in 
the current system due to the limited resolution of the system as well as hmited 
field of view, which does not cover the region close to the walls, as mentioned 
in the analysis section.) 

' The measured fluid velocity is the average velocity found from measuring the 
flow rate in the channel. 

318 / Vol. 117, JUNE 1995 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Cheremisinoff, N. P., 1986, "Measurement Techniques for Multiphase Flows," 
Encyclopedia of Fluid Mechanics, N. P. Cheremisinoff, ed.. Gulf Publishing Co., 
Houston, Texas, Vol. 1, Chapter 38, pp. 1280-1338. 

Kytomaa, H. K., and Corrington, S. W., 1993, "Ultrasonic Imaging Velocirne-
try of Transient Liquefaction of Cohesionless Particulate Media," To appear in 
International Journal of Multiphase Flow. 

Shekarriz, A., Brenden, B. B., and Nakamura, G., 1994, "Planar Velocity 
Measurement of a Two-Phase Mixture Using Ultrasonic Imaging,'' ASME-FED 
1994, Liquid-Solid Flows, Vol. 189, pp. 83-89. 

Analysis of Throughflow Velocity 
in Two-Dimensional Fluidized 
Bed Bubbles 

Dinesh Gera^ and Mridul Gautam^ 

The formation of gas bubbles is one of the most characteristic 
phenomena offluidized beds. Many unique properties offluid
ized beds can be related directly to the presence of bubbles and 
are dominated by their behavior. Therefore, accurate prediction 
of parameters such as bubble shape and size, voidage variation 
and throughflow are practically important. In the present analy
sis, an approximate model, based on a strongly idealized picture 
of the bubble formation has been presented. The bubbling gas 
fluidized bed has regions of low solids density comprised of gas 
pockets or voids. The observed voids exhibited a variety of 
shapes (Halow and Nicoletti, 1992), depending upon the mate
rial and fluidization velocity. In the low-velocity experiments 
with the finer materials, rounded voids are observed. However, 
with coarser materials, voids were typically large and blunt-
nosed. In the image analyses work, reported by Gautam( 1989), 
in a bed operating slightly above the incipient fluidization, elon
gated bubbles (a > b, as shown in Figure I) were observed 
for glass beads (sp. gravity = 2.5) of mean diameter 500 fxm 
and flattened bubbles (a < b) were seen for mean particle 
diameter of 350 fim. Also, he noticed the dependence of 
throughflow velocity on the elongation of the bubble as it tra
verses up the bed. Additionally, throughflow velocity was found 
to be independent of the excess gas flow rate through the bed. 
The digitized image of a typical bubble (refer Gautam et al, 
1994) which shows that the bubble were elongated in the verti
cal direction and were more elliptical than circular. Therefore, 
description of a bubble on the basis of just one diameter, either 
the horizontal or the vertical or an equivalent diameter, as has 
been done by many researchers in the past, is rather incomplete. 
It is inferred from the present work that the bubble aspect ratio 
plays an important role in predicting an accurate gas flow 
through the bubble. 

1 Theoretical Formulation 
There exist three distinct classical theories on fluidized bed 

bubble phenomenon, given by Davidson (1961), Jackson 
(1963), and Murray (1965), which differ in the treatment of 
the voidage fraction of the particulate phase. Davidson (1961) 
assumes it to be constant and equal to the voidage at incipient 
fluidization; Jackson (1963) makes voidage a dependent vari
able and predicts voidages greater than the voidage at the incipi-
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ent fluidization, eo, near a rising bubble; Murray (1965) also 
assumes a variable voidage, but confines changes in voidage to a 
thin "boundary layer" around a bubble. Lockett and Harrison's 
(1967) experimental results do not support Murray's (1965) 
assumption that for theoretical purposes it is reasonable to con
fine all voidage changes to a thin "boundary layer" region 
close to the bubble. Collins (1965) treatment of the problem in 
two-dimensional beds also utilized a set of assumptions similar 
to Davidson's (1963) except that he includes a transformation 
of the bubble shape in his analysis which mapped a kidney 
shape (actual shape of the bubble) of the bubble on x-y plane 
to a circular shape on s (complex) plane. It was inferred from 
his analysis that the distortion introduced by employing a map
ping has little effect on fluid flow. That is the reason for choos
ing Jackson's theory for computing voidage distribution in this 
paper. 

Consider an elliptical gas bubble embedded in a two-dimen
sional aggregative fluidized bed. Assuming that there are no 
particles inside the bubble, the fluid pressure therefore must be 
uniform (at least to the present approximation in which the fluid 
density is neglected). The problem is therefore of the "free-
stream line" type. We require a solution which satisfies the 
condition of incipient fluidization at points well ahead of the 
bubble and for which the bubble surface is both a stream line 
surface of the particle motion and a surface of constant fluid 
pressure. 

The equations of steady motion of the solid particles and 
gas viewed as a mixture of two interpenetrating interacting 
continuum media may be written as: 

div eu = 0 

div (1 - £)v = 0 

(1.1«) 

(1.2a) 

nom(v.grad v + n^mgX - /3(u - v) == 0 (1.3a) 

gradp -f ^ (u - V) = 0 (1.4a) 

where e is the voidage fraction, u and v are interstitial gas 
velocity and particle velocity respectively; p is the gas pressure, 
«o is the number of particles per unit bed volume and /3 = 
/3(e) is the fluid/particle drag coefficient. Equations ( l . l a ) and 
(1.2a) represent the continuity equations for the gas and particu
late phases respectively. The changes in momentum associated 
with the rapid changes of fluid velocity on a scale comparable 
with the particle size is given by Eq. (1.3a). The relative veloc
ity between the fluid and solid particles is given by Darcy's 
law (Eq. 1.4a). 

It is important to realize that there are two mathematically 
distinct processes of successive approximations which would 
be involved in obtaining a solution of high accuracy to the 
problem of bubble motion. First, one would take an elliptical 
bubble surface and calculate successive approximations to a 
solution which made the pressure approximately constant on 
the upper part of this surface. It would then be necessary to 
adjust slightly the shape of the surface on which the constant 
pressure condition would be satisfied more accurately and over 
a larger region. This process could, in principle, be continued, 
making successive adjustments to the shape of the surface and, 
at each stage, obtaining an approximate solution of the equations 
of motion by the iterative procedure as suggested by Jackson 
(1963). That is, on the first iteration we take e = eo everywhere 
in the conservation equations except where it enters in the drag 
coefficient /S(e). The independent variable then becomes /3, and 
the solution for (3 determines the new estimate of e, which can 
be used in further iterations. In this study we limit the analysis 
to the first iteration, and with these assumptions the equations 
of continuity and momentum become (Jackson, 1963): 

div u = 0 

divv = 0 

(1.1) 

(1.2) 
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ized beds can be related directly to the presence of bubbles and 
are dominated by their behavior. Therefore, accurate prediction 
of parameters such as bubble shape and size, voidage variation 
and throughflow are practically important. In the present analy
sis, an approximate model, based on a strongly idealized picture 
of the bubble formation has been presented. The bubbling gas 
fluidized bed has regions of low solids density comprised of gas 
pockets or voids. The observed voids exhibited a variety of 
shapes (Halow and Nicoletti, 1992), depending upon the mate
rial and fluidization velocity. In the low-velocity experiments 
with the finer materials, rounded voids are observed. However, 
with coarser materials, voids were typically large and blunt-
nosed. In the image analyses work, reported by Gautam( 1989), 
in a bed operating slightly above the incipient fluidization, elon
gated bubbles (a > b, as shown in Figure I) were observed 
for glass beads (sp. gravity = 2.5) of mean diameter 500 fxm 
and flattened bubbles (a < b) were seen for mean particle 
diameter of 350 fim. Also, he noticed the dependence of 
throughflow velocity on the elongation of the bubble as it tra
verses up the bed. Additionally, throughflow velocity was found 
to be independent of the excess gas flow rate through the bed. 
The digitized image of a typical bubble (refer Gautam et al, 
1994) which shows that the bubble were elongated in the verti
cal direction and were more elliptical than circular. Therefore, 
description of a bubble on the basis of just one diameter, either 
the horizontal or the vertical or an equivalent diameter, as has 
been done by many researchers in the past, is rather incomplete. 
It is inferred from the present work that the bubble aspect ratio 
plays an important role in predicting an accurate gas flow 
through the bubble. 

1 Theoretical Formulation 
There exist three distinct classical theories on fluidized bed 

bubble phenomenon, given by Davidson (1961), Jackson 
(1963), and Murray (1965), which differ in the treatment of 
the voidage fraction of the particulate phase. Davidson (1961) 
assumes it to be constant and equal to the voidage at incipient 
fluidization; Jackson (1963) makes voidage a dependent vari
able and predicts voidages greater than the voidage at the incipi-
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ent fluidization, eo, near a rising bubble; Murray (1965) also 
assumes a variable voidage, but confines changes in voidage to a 
thin "boundary layer" around a bubble. Lockett and Harrison's 
(1967) experimental results do not support Murray's (1965) 
assumption that for theoretical purposes it is reasonable to con
fine all voidage changes to a thin "boundary layer" region 
close to the bubble. Collins (1965) treatment of the problem in 
two-dimensional beds also utilized a set of assumptions similar 
to Davidson's (1963) except that he includes a transformation 
of the bubble shape in his analysis which mapped a kidney 
shape (actual shape of the bubble) of the bubble on x-y plane 
to a circular shape on s (complex) plane. It was inferred from 
his analysis that the distortion introduced by employing a map
ping has little effect on fluid flow. That is the reason for choos
ing Jackson's theory for computing voidage distribution in this 
paper. 

Consider an elliptical gas bubble embedded in a two-dimen
sional aggregative fluidized bed. Assuming that there are no 
particles inside the bubble, the fluid pressure therefore must be 
uniform (at least to the present approximation in which the fluid 
density is neglected). The problem is therefore of the "free-
stream line" type. We require a solution which satisfies the 
condition of incipient fluidization at points well ahead of the 
bubble and for which the bubble surface is both a stream line 
surface of the particle motion and a surface of constant fluid 
pressure. 

The equations of steady motion of the solid particles and 
gas viewed as a mixture of two interpenetrating interacting 
continuum media may be written as: 

div eu = 0 

div (1 - £)v = 0 

(1.1«) 

(1.2a) 

nom(v.grad v + n^mgX - /3(u - v) == 0 (1.3a) 

gradp -f ^ (u - V) = 0 (1.4a) 

where e is the voidage fraction, u and v are interstitial gas 
velocity and particle velocity respectively; p is the gas pressure, 
«o is the number of particles per unit bed volume and /3 = 
/3(e) is the fluid/particle drag coefficient. Equations ( l . l a ) and 
(1.2a) represent the continuity equations for the gas and particu
late phases respectively. The changes in momentum associated 
with the rapid changes of fluid velocity on a scale comparable 
with the particle size is given by Eq. (1.3a). The relative veloc
ity between the fluid and solid particles is given by Darcy's 
law (Eq. 1.4a). 

It is important to realize that there are two mathematically 
distinct processes of successive approximations which would 
be involved in obtaining a solution of high accuracy to the 
problem of bubble motion. First, one would take an elliptical 
bubble surface and calculate successive approximations to a 
solution which made the pressure approximately constant on 
the upper part of this surface. It would then be necessary to 
adjust slightly the shape of the surface on which the constant 
pressure condition would be satisfied more accurately and over 
a larger region. This process could, in principle, be continued, 
making successive adjustments to the shape of the surface and, 
at each stage, obtaining an approximate solution of the equations 
of motion by the iterative procedure as suggested by Jackson 
(1963). That is, on the first iteration we take e = eo everywhere 
in the conservation equations except where it enters in the drag 
coefficient /S(e). The independent variable then becomes /3, and 
the solution for (3 determines the new estimate of e, which can 
be used in further iterations. In this study we limit the analysis 
to the first iteration, and with these assumptions the equations 
of continuity and momentum become (Jackson, 1963): 

div u = 0 

divv = 0 

(1.1) 

(1.2) 
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Q(x.y) 

For Flat bubble (b>a) 

x=C sinh© cos(ii) 

y=C cosh® sin(n) 

For Elongated bubble (a>b) 

x=C cosh® cos(ti) 

y=C sinh® sin(tl) 

(0,b) 

^ O B Y 

Fig. 1 Coordinate system 

grad/7 = -no"J(v.grad)v — nomg'i 

/?(u - V) = - g r a d p 

Rewriting Eq. (1.4): 

u = V - (7//3o)gradp 

(1.3) 

(1.4) 

(1.5) 

where Po is the value in the undisturbed bed remote from the 
bubble and y = 0Q/0. More explicitly: 

1 - 6 0 

1 - e Eo 

and eo is the voidage at incipient fluidization. Using continuity 
for gas and particle phase, Eq. (1.4) reduces to: 

div (y gradp) = 0 

Rewriting Eq. (1.6): 

grad y.grad p + yV^p = 0 

(1.6) 

(1.7) 

In the present analysis, Eq. (1.7) has been numerically inte
grated with the boundary condition y = 1 at a distance far away 
from the bubble to compute the variation of voidage in the 
vicinity of an elliptical bubble. 

As a first step, a curvilinear coordinate system is defined with 
the origin at the center, and where ^ = constant, represents an 
elliptical contour (as shown in Fig. 1). Now, neglecting wake 
effects, the particle velocity field vector v may be taken simply 
as a solution of equations corresponding to a potential flow 
around an ellipse with the velocity -Ui, at a large distance 
upstream. It was suggested by Martin-Gautier and Pyle (1975) 
that a region very close to the bubble, with a width of about 
I of the bubble radius, where convective terms are more im
portant than viscous effects, potential flow solution is a very 
good approximation to the particulate velocity field. 

Mathematically, 

V = -Vcj) (1.8) 

and (f), the velocity potential for a flow around an ellipse, may 
be written as (Milne-Thomson, 1962): 

(f) = Ut(a + b) cosh (^ - ^o) cos (r)) (1.9) 

where Uh, the bubble rise velocity, may be expressed as (Grace 
and Harrison, 1969): 

U, 
V(l - e') 

1 + V(l -e^) 

g 1/2^1/2 (1.10) 

where e, the eccentricity (c/a) is defined as a ratio of the focal 
distance (c) to the semi-axis of an ellipse (a) in the vertical 
direction, and g is the acceleration due to gravity. 

The pressure distribution then follows from integration of 
Eq. (1.3): 

— = - c cosh ( O cos (ri) H U, 
P8 2g 

a + b /sinh^ (g - ^p) -̂  sin^ (rj) 

a - b\ sinh^ ( O + sin^ (??) 
(1.11) 

It is observed that p remains almost constant for all the different 
values of aspect ratios (b/a) up to r? = 30 deg, and does not vary 
much upto 77 = 50 deg (Gera and Gautam, 1994). Therefore, the 
approximation of actual bubble by an elliptical cap is justified 
up to this value of 77. 

By the proper parameterization (selection of the paths of 
integration), the governing equation (Eq. (1.7)) in two inde
pendent variables can be reduced approximately to a set of first 
order simultaneous ordinary differential equations. 

2 Computational Analysis 

Following the analysis of Jackson (1963), consider a small 
displacement h of length h in the direction of grad p, from 
some starting point Q(^,r]). The radial and angular components 
of this displacement are: 

hPi 
/JilVpl 

h„ - hPv 
h2\Vp\ 

(2.1) 

where hi and /i2 are the scaling factors (for details refer Gera, 
1994). 

The vector grad p has no component perpendicular to this 
displacement h; therefore. 

grad 7.grad p = 
dy 

grad p I (2.2) 

where, dyidh denotes the rate of change of y with displacement 
in the direction of h. Substituting this into Eq. (1.7), yields: 

where 

dy 

'dh 

IVpl = 

IVp -r (2.3) 

: P . + ^ P , 

The changes in coordinates ^ and 77 which accompany the 
displacement h are similarly given by: 

dh 

dr] 

'dh 

1 

hi 

1 

P( 
iVpl 

Pr, 

hi iVpl 

(2.4) 

(2.5) 

The three simultaneous first order differential equations of y 
(Eq. 2.3), ^ (Eq. 2.4), and 77 (Eq. 2.5) can be integrated using 
a fourth order Runge-Kutta method from any set of initial val
ues; since the functions P(, p^, and V^p, which appear on their 
right-hand side can be calculated from the known form (Eq. 
(1.11)) of the pressure field (Gera, 1994). Considering the 
voidage at incipient fluidization, EQ = 0.4 to be constant (Lockett 
and Harrison, 1967), the variation of voidage at the surface of 
an ellipse for different 77 can be calculated. One approach to 
estimate the absolute errors in computations is to assume that 
the local truncation errors have the form K(Ah)"'^^ with K 
constant (Camahan et al., 1972), (Ah is the step size, m is the 
order of accuracy, in our case. Ah = 0.0001 and m = 4) , and 
K normally depends on upon the function itself and its higher 
order partial derivatives. In the present analysis, truncation error 
was estimated to be less than 5.0E-06 for each variable (Gera, 
1994). 

The outflow across PAP' (Fig. 1) can be derived as: 
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Fig. 2(a) 

x/a 

Y/a 

Fig. 2(b) 

Fig. 2 Variation of IZ-y in tlie neighborhood of the bubble with aspect 
ratio (a) alb = 1.33, (6) a/b = 0.75 

• ' 0 
2e^oU(od7] (2.6) 

Following the analysis of Lockett et al. (1967) the throughflow 
velocity (U,i,) component relative to bubble across a plane nor
mal to its vertical axis (PP') may be written as: 

U„ = 
2eU(o(.o 

J_o 

2^0 s i n 7] 

drj 

(2.7) 

where ^ = ?o, represents the surface of an ellipse and u^o, the 
component of interstitial fluid velocity at ^ = ^o. can be derived 
from the velocity field (Jackson, 1963): 

1 „ 
U = V - - V p 

Simplifying; 

^{=«o 
f=«0 

\_dp 

(2.8) 

(2.9) 

Table 1 Comparison of throughflow velocities at the bub
ble nose 

Aspect ratio Present Gautam et al. (1994) 
{alb) work experimental data Leung' (1970) 

0.83 
0.98 
I.O 

1.49 t/o 
1.53 C/o 
1.54 Uo 

1.46 Uo 
1.56 t/o 

Not reported 

Not applicable 
Not applicalbe 

1.6 [/„ 

' Assuming constant voidage at the surface of the bubble. 

bution is increased, voidages near the bubble cloud increase 
enough to make it difficult to define a real boundary between 
the bubble and particulate phases. In such a situation, there 
could be a tendency for the particles to rain through the bubble 
rather than to take the path of potential flow around it. However, 
in the present analyses, a sharp interface between the bubble 
phase and emulsion phase was assumed. 

It is evident from the numerical solution of Eq. (1.7) that y 
does not depend on the value of tnUolUi,; and hence, it may be 
inferred that the distribution of particle density in the neighbor
hood of the bubble is independent of the rise velocity. The 
function y is, therefore, the same for all bubbles of all sizes 
and is plotted in the form of contours plots in Fig. 2. Using 
these contours, the values of e are calculated at the surface of 
the bubble, which are in turn used for computing throughflow 
velocities of elliptical bubbles with different aspect ratios. It is 
observed from Fig. 2 that the upper surface of the bubble is 
surrounded by a fairly thin mantle in which the particle density 
is lower than in the bulk of the bed. The voidage at the nose 
of an elongated bubble is higher than that of a flattened bubble 
which is a result of higher throughflow velocity component in 
the former case. 

Comparison of computed values of throughflow velocities 
with the data observed by Gautam et al. (1994) shows a fairly 
good agreement (refer to Table 1) . Direct experimental evi
dence indicated that the present analysis comes closer to pre
dicting the throughflow velocity than the earlier theory of Leung 
et al. ( 1970) . It may be seen that at least a part of discrepancy 
between Leung's (1970) theory and current analysis could be 
accounted for by considering the effects of modifications in 
bubble shapes. 

It may be inferred from Table 2 that the mean throughflow 
velocity increases with the bubble aspect ratio {alb). It de
creases when the bubble becomes more flat, this is due to the 
increase in the frontal area of the bubble. It may also be noted 
that bubble throughflow velocity at the nose of the bubble (T? 
= 0 deg) decreases with the decrease in the aspect ratio {aI 
b). Previously the throughflow velocity was calculated using 
Davidson's modeling as (1 -H alb)Ua (Grace and Harrison, 
1969). It could be verified easily from Grace and Harrison's 
analysis that the throughflow velocity would vary from 1.75[/o 
to 2.33f/o for aspect ratio changing from 0.75 to 1.33, which is 
very inconsistent from the experimental data. However, it is 
interesting to note that the present analysis predicts the 
throughflow component more accurately than that of Grace and 
Harrison (1969) . 

f=«0 

3 Resu l t s a n d D i s c u s s i o n 

The predicted voidages have their best accuracy on the line 
through the vertical axis of the bubble. Ideally, the fluid pressure 
is not constant over the surface of the bubble. Hence, the shape 
of the bubble needs to be adjusted to achieve a constant pressure 
over the bubble surface. It is observed experimentally (Halow 
and Nicoletti, 1992) that smaller changes in voidage are found 
near bubbles in a system of particles of uniform size than in 
systems with wide size distributions; and thus, as the size distri-

Table 2 Comparison of mean throughflow velocities 

U^i,\n=^ 

7? = 0° 
•q = 15° 
77 = 30° 
r) = 40° 

Elongated 
bubble 

alb = 1.33 

1.62 f/o 
1.63 Ua 
1.52 % 
1.43 £/o 

Flattened 
bubble 

alb = 0.75 

1.47 Uo 
1.56 Uo 
1.58 U„ 
1.59 Uo 
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